Reload Lab 4: Post Office Disaster Recovery

1.

Reload for GroupWise - Lab 4

Disaster Recovery should be
configured before a disaster occurs, so
there are only few steps required in
case of an actual disaster on your
GroupWise server.

On the Reload Home page select the
“GWPO1” profile to configure the
Disaster Recovery (DR) options for the
Post Office profile.

Select the “Configure” tab.

Click on “Configure Disaster Recovery
[FAILOVER]”.

Set each of the Unconfigured options
to the following. Since Reload 4.1 the
settings are configured by default but
the values should be verified.

Disaster Recovery POA Settings
TCP/IP Address: 172.17.2.230
Client/Server Port: 1677

Outbound Message Transfer Port
(Domain MTA) (MTP)
Address:

Port:

172.17.2.230
7100

POA HTTP Configuration
HTTP: Enabled
Port: 7181

To change the Unconfigured settings
click on “Edit”.

Make sure to hit the “Save” button
after you changed the setting.
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@ Overview @ Backups

% Disaster Recovery ;EZ Configure g3, Eventlog

@ [ 1. GWPO1 ] Post Office Profile Status & Information

)

View All Profiles |

@ Profile Status: This profile Is functioning correctly.

@ Backup Access Status: Normal - No backup Is loaded
@ Job Status: No Job Is running for this profile
@ Disk Space In Use: 40%

© Name of Most Current Backup: WEDMAROS
@ Profile Description: gwpol

© Profile Path: /reload/gwpo1

‘ " Post Office Information

@ Overview @ Backups ;4 Disaster Recovery E_Z Configure 3, Eventlog

Configure Preferences

@ Configure User Access to Backups

!)j Configure Backup Job Settings

@ Configure Backup Connectivity to Post Office

_,,a Configure Disaster Recovery [ FAILOVER

,\9) Configure Disaster Recovery [ FAILOVER ]
5 Configure All Profiles

o Use This Sectlon to Configure What Reload Does When Disaster Recovery [ FAILOVER ] Is Enabled

> Disaster Recovery POA Settings

@ TCP/IP Address: [17217.2.130 Save | Cllent/Server Port: Unconfigured = Edit

© Inbound Message Transter Port (MTF): Unconfigured | Edit

@ oOutbound Message Transfer Port ( Domain MTA ) (MTP) Address: Unconfigured | Edit | Port:
Uncontigured | Edit

@  POAHTTP Configuration

@ HTTP: Disabled Edit Port: Unconfigured Edit

@ Authentication: Disabled Edit ! Edit

@  POA S0AP Configuration
Failover Seftings

-5

.,q Advanced Failover Settings
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5. When all settings are saved check if
everything was set correctly.

6. Your Reload Post Office backup is now
ready to stand in place of the live Post

Office, if a disaster occurs and the
live PO is no longer available.

7. To simulate a disaster on the live Post

Office unload the GW agents.

Switch to the GroupWise server and
open a terminal session.

8. Type “rcgrpwise stop”

This will unload all of the GroupWise
agents.

9. On the Windows VM start the
GroupWise client from the desktop
and verify that the Post Office is
down.

10. Return to the Reload server.
11. Select the “Disaster Recovery” tab.

12. Click on “[FAILOVER]” to enable the
Disaster Recovery mode.

13. Alternatively you could enable the
Disaster Recovery mode by clicking
the ambulance button for the PO
profile on the Reload Home page.

Keep in mind that the DR mode has to

be configured before you can enable
it.

Reload for GroupWise - Lab 4

07.12.2015

—Q Configure Disaster Recovery [ FAILOVER
% Configure All Profiles

o Use This Section to Configure What Reload Does When Disaster Recovery [ FAILOVER ] Is Enabled

> Disaster Recovery POA Settings

@ TCP/P Address: 172.17.2.230  Edit  Cllent/Server Port: 1677 | Edit

@ Inbound Message Transter Port (MTP): 7101 Edit

@ Outbound Message Transfer Port ( Domain MTA ) (MTP) Address: 172.17.2.230 | Edt |Port:
7100  Edit

@  POAHTIP Configuration

@ HTTP: Enabled Edit Port: 7181 Edit

© Authentication: Disabled Edit L Edit Password: 'ttt Edit

@  PoA S0AP Configuration
P Failover Settings

'Q Advanced Failover Settings

Fie Edit iew Temminal Tabs Help

gwtsG4:~ # rcgrpwise stop
shutting down [gwpol.gwdom]

shutting down [gwpe2.gwdom]

Shutting down [gwdom]

shutting down [gwia.gwdom]

© Novell GroupWise Startup

User name (Required): furk

Password: s
© Online Address: 172.17.2.241 Port: 1677
() caching mailbox path: i

(") Remote mailbox path:

Unable to connect to the TCP/IP address

] [ Cancel

() overview 4} Backups iy DisasterRecovery |7 Configure &3, Eventlog i Agentlog

w4 Push-Button Disaster Recovery
gy 1 [ FAILOVER ] - TURN ON DISASTER RECOVERY MODE Using Current Backup [ WEDMAROS |

m\[b'( 2. [ MIGRATE ] - Migrate Post Otfice Contents Back to a Production Server

_‘3 3. [ FAILBACK ] - Turn Off Disaster Recovery Mode And Return to Normal

HELP! )

@ montor () Overview |~ Configure i3, Eventlog i Agentlog

[ ol bocumenioion ] o JRSHTRRESG G 5o o et

() system Health: All Profiles Are Functioning Correctly. (., Reload Jobs Running: 0

Post Office Profiles Status Actions Description |

O rowo | @< Wiweomnes| L@l Loy ower

Action: Click to TURN ON DISASTER RECOVERY

Domain Profiles Status Action: FAILOVER MODE for This Profile

© 1.cwoom | @ % ¥ |WEDMAROS | L’ % gwdom
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Reload for GroupWise - Lab 4

14. A message will show up that the
Disaster Recovery Mode has been
turned on.

Reload will now load the GroupWise
POA against the latest backup.

Click on the blue arrow button to
return to the overview.

15. From the Post Office profile overview
you can see that Disaster Recovery is
enabled. Make sure that the latest
backup is loaded in the Disaster
Recovery POA

The Reload Home page will also
indicate that the profile is running in
Disaster Recovery mode.

16. A well designed network and
GroupWise system will have all of the
servers and agents using host names
instead of IP addresses. The
advantage of host names becomes
apparent during the next step. In a
non-lab environment the GroupWise
client would use a DNS server to
resolve the host name of the POA in
order to make a connection.

17. Switch to the Windows VM.

18. The GroupWise client needs to
connect to the DR POA on the Reload
server instead of the GW server.
Open GroupWise and type in the IP-
Address of the Reload server:
172.17.2.230
Login as “fnurk”.

19. Send a test message to “Nurk, Fred”.
You could use “Disaster Recovery
Test” in the subject. Send more test

mails if you like.

Close the GroupWise client after the
mail was sent and received.

[ FAILOVER ] - DISASTER RECOVERY MODE has been TURNED O for Profile: GWPO1

€/

[ Here Are The Actions Reload Will Take

@ This Profile will be Changed to Disaster Recovery Mode

@ Backups for This Profile will be Disabled While the Profile is in Disaster Recovery Mode
@ All Queued Backup Jobs for This Profile Will be Removed From the Job Queue

& The Access Mode and Restore Mode POAs Will be Unloaded

0 The Disaster Recovery POA for This Profile Will be Loaded Against the Most Current Backup
© The TCP/IP Address of the Disaster Recovery POA is: 172.17.2.130

0 The TCP/P Client/Server Port of the Disaster Recovery POA is: 1677

9 The TCP/IP HTTP Port of the Disaster Recovery GroupWise POA is: 7181

© The TCP/IP MTP Port of the Disaster Recovery POA is: 7100

© The Address ofthe MTA that the Disaster Recovery POA will send to is: 172.17.2.130

0 The TCP/P Port of the MTA that the Disaster Recovery POA will send messages to is: 7100
@ Reload Will Monitor and Restart the Disaster Recover POA if it Stops

“._:’b Overview ﬁ Backups . DisastorRecovery  ~» Configure t3, Eventlog . Agentlog

@ [ 1. GWPO1 ] Post Office Profile Status & Information

@ Profile Status: This protile Is functioning correctly.

& Backup Access Status: Disaster Recovery Enabled - The Disaster Recover POA has the backup
[WEDMAROS] loaded

@ Job Status: No ob Is running for this proflle
© Disk Space In Use: 41%

© Name of Most Current Backup: WEDMAROS
© Protlle Description: gwpo1

© Proflle Path: /reload/gwpol

%4 Post Office Information

Post Office Profiles Status Actions

© 1.6weo1 \ &) % M |WEDMAROS | ' @ D gwpo1

07.12.2015

9 Movell GroupWise Startup
User name  {Required): frurk
Password: senns
@ Online Address: 172.17.2.230 Port: 1677
() Caching mailbox path: fe
() Remote mailbox path: fe
Unable to connect to the TCP/IF address
OK ] [ Cancel |
1 Mail To: Nurk = EC]
File Edit View Actions Tools Window Help
L'_'] Send ¥ Cancel EE Address | [ [@ =
Mail I Send Options |
To: v Nurk: + From
A +Cc & <
Subject; Disaster Recovery Test +Bc
Test mail while running DR mode.
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Reload for GroupWise - Lab 4

20. We have now solved the problem that
took our production Post Office offline
but before bringing it back online we
need to migrate the new mails that
were received while running DR mode.

21. Return to the Reload Server.

22. The migration step can’t be run from
the Reload web interface and needs to
be run from the Reload Administration
console.

Open “[GNOME] GWAVA Reload
Administration” from the desktop or
type “reload” in the console.

23. Click on “Profiles”.

24. Select “POST OFFICE PROFILE”.

25. In the Post Office Profile select
“Disaster-Recovery”.

26. Click on “Enable”.

27. Select “MIGRATE”.

a0 AdmiREhEten

GWAVA Reload Main Menul

Daemon Status: Running - Profiles Status: Good

Choose using [UP] [DOwWN], [Enter] to Select

A Access Backups
Disaster Recovery

Administer Profiles|

Start/Stop Backup Jobs

hoose Profile Type Main Menu

Choose using [UP] [DOwWN],

I POST OFFICE PROFILE]

D DOMAIN PROFILE

[Enter] to Select

Post Office Profile: GWPO1 - Administration Main Menu

Profile Status: Good

Latest Backup: [ WEDMAROS ]

NOTE: This profile is in [ DESIEaNA=S=nMEIIRO=s | Mode

Choose using [UP] [DOWN], [Enter] to Select

(o] Profile Overview

A Configure/Enable Access to Backups
Configure/Enable DISASTER RECOVERY or Migration
s Configure Standard (Daily) Backup Jobs

Disaster Recovery Menu

choose Using [UP] [DOWN], [Enter] to Select

Configure Disaster Recovery or Migration

C
l or Turn Off Disaster Recovery or Migration|

ENABLE Post Office Profile Disaster Recovery Mode|

Disaster Recovery Mode Status
[ EEEEERE 1

Choose using [UP] [DOWN], [Enter] to Select

<Profile Menu=

< >

07.12.2015
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Reload for GroupWise - Lab 4

28. The first step of the migration will
sync newer files in OFFILES from the
Reload server to the production
server.

Select “Step #1 - Start PRE-MIGRATION
Job”.

29. Select “The Most Current Backup”.

Make sure that the Terminal window is
big enough if you can’t see the option
to select a backup.

30. Because the production server is on
Linux we need to transfer the newer
files via NFS.

Select “NFS/Linux Server”.

31. Enter the IP address of the production
GroupWise server. In this case type in
following IP Address:

172.17.2.240

MIGRATE Reload Post Office Backup Main Menu|

Migration Agent Job Status

W ho Migration Job is Running [
Choose a step only after the preceeding step has fully completed.

Choose using [UP] [DowNl, [Enter] to Select

R Refresh This Screen

H Help Understanding What to Do Here

L Profile Migration Log

| Wistep #1 - Start PRE-MIGRATION Job (OFFILES directory data only)
2 Step #2 - Unload Disaster Recovery POA if Running [ |EATIAAealei 1
3 Step #3 - Start FINAL (FULL) MIGRATION Job (all pest office data)
V

View Profile Migration Log, Profile Event Log or System Agent Log

< Back = <Main Menu>

B

Post Office Profile: GWPO1 Backup Selection Menu|

Disaster Recovery POA Status

@ Running [
The Following Backup is Currently Loaded:
Choose the SOURCE backup set to migrate.

Generally you will want to migrate . Currently
the Disaster Recovery POA is loaded, that is not a problem, if you are
performing the PRE-MIGRATION of the OFFILES directory. However, if you
are performing the FULL-MIGRATION, you will generally want to unload
the Disaster Recovery POA. By unloading the Disaster Recovery POA, you
are assured that no updates are being made to the Post Office on the
Reload server. This way when the migration has completed, the live
server where you migrate the post office data to i1s just as up-to-date
as the Reload server.

Choose using [UP] [DOWN], [Enter] to Select

The Most Current Backup - ( WEDMARG5 )|
B Browse to Backup Location

< 0K <Cancel>

Select the Server Platforn E

Choose Using [UP] [DOWN], < Next > to Select

Choose the DESTINATICN of the
server to which the data will be restored to.

NCP/NetwWare Server

NetWare Cluster Resource

Linux Cluster Resource
SAMBA/Windows Server

Local - A path on this Linux Server

O U ~EN -

< Cancel =

<_Qext >

FS/Linux Server IP Address
Choose < Next > to Accept

In the field below type the

Example: 100.10.1.10

1172. 17.2.240

< Next

= Cancel >

07.12.2015
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Reload for GroupWise - Lab 4

32. Enter the path of the post office
directory on the production server:

/groupwise/gwpo1

33. The migration job has been created.

Click “OK”.

34. The “Active Migration Log” will open.

Click on “Exit” when the migration is
finished.

35. You are now ready for second step of
the migration.

36. Select “Step #2 - Unload the Disaster
Recovery POA”.

iInput Post Office Linux Path|
Choose < Next > to Accept
In the field below, type in an EXISTING Linux
data should be migrated to. Make sure to specify

the correct directory name case, (uppercase vs. lowercase).

Example: /data/restorepo

l/groupwise/gwpol

< Cancel =

The migration job has been queued up for
profile:

GWPO1

If no other migration job 1s running this
migration job will start within a minute.

< 0K

Active Migration Log|

DATE: Thu_Mar_06 TIME: 10:28:28 - [MIGRATE ADMIN] Request: Step #1 - Start P
DATE: Thu_Mar_86 TIME: 10:28:28 - [MIGRATE ADMIN] Job Created and Queued
DATE: Thu_Mar_06 TIME: 10:28:28 - [MIGRATE ADMIN] NOTE: It May Take a Couple
DATE: Thu_Mar_06 TIME: 10:28:55 - [MIGRATE] ++ STARTING MIGRATION FOR PROFIL
DATE: Thu_Mar_06 TIME: 10:28:55 - [MIGRATE] Job Type: PRE-MIGRATION of Post
DATE: Thu_Mar_06 TIME: 10:28:55 - [MIGRATE] Migrating Backup: [ WEDMAROS ]
DATE: Thu_Mar_86 TIME: 10:28:55 - [MIGRATE] Source Location: .../weeknow/wed
DATE: Thu_Mar_06 TIME: 10:28:55 - [MIGRATE] Destination Server Type: Linux S
DATE: Thu_Mar_06 TIME: 10:28:55 - [MIGRATE] Destination Location: /media/nss
DATE: Thu_Mar_86 TIME: 10:28:57 - [MIGRATE] Starting Migrating OFFILES Direc
DATE: Thu_Mar_06 TIME: 10:28:58 - [MIGRATE] Skipped Lowercasing the DESTINAT
DATE: Thu_Mar_06 TIME: 10:28:59 - [MIGRATE] Now Migrating the BLOBS Director
DATE: Thu_Mar_06 TIME: 10:29:15 - [MIGRATE] Finished Migrating OFFILES Direc
DATE: Thu_Mar_06 TIME: 10:29:15 - [MIGRATE] OFFILES Migration Run Time: 18 S
DATE: Thu_Mar_06 TIME: 10:28:25 - [MIGRATE] Completed PRE-MIGRATION Migratio
DATE: Thu_Mar_06 TIME: 10:29:25 - [MIGRATE] ++ FINISHED MIGRATION FOR PROFIL
DATE: Thu_Mar_06 TIME: 10:29:25 - [MIGRATE] TOTAL TIME TO FINISH: 31 Seconds

MIGRATE Reload Post Office Backup Main Menu

Migration Agent Job Status

[l No Migration Job is Running [
Choose a step only after the preceeding step has fully completed.

choose using [UP] [DOWN], [Enter] to Select

Refresh This Screen

Help Understanding What to Do Here

Profile Migration Log

Step #1 - Start PRE-MIGRATION Job (OFFILES directory data only)

Step #2 - Unload Disaster Recovery POA if Running [
Step #3 - Start FINAL (FULL) MIGRATION Job (all post office data)
View Profile Migration Log, Profile Event Log or System Agent Log

< wEN~T I XD

< x> < Back >

<Main Menu>

07.12.2015
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37. Choose “Unload”.

Disaster Recovery POA Status

[ ]
This Backup is Loaded in Disaster Recovery Mode:

Choose using [UP] [DOwN], [Enter] to Select

- [ POA TCP/IP Address and Port Configuration ]
A Disaster Recovery POA IP Address [ 172.12.9.130 ]
c Disaster Recovery POA Client Port [ 1677 ]
H HTTP Configuration/Port: [ 7181 ]
s SOAP Configuration/Port: [ Disabled ]
M Disaster Recovery POA MTP Port [ 7100 ]
- [ Domain MTA to POA IP Address / Port Configuration ]
M Domain MTA TCP/IP or DNS Address [ 172.17.2.130 ]
M Domain MTA MTP Port [ 7100 ]
5 [ other Features ]
S Edit the Disaster Recovery POA Startup File
D Delete and Re-create the DR POA Startup File
L Load the Disaster Recovery POA
R Refresh this Screen (To Update POA Status)
< 0K < Back > <Main Menu>
38. Click “Yes” to stop the POA on the Stop_the GroupWise POA? 1

Reload Server. Stop the Currently Running GroupWise POA for

profile:

GWPO1

< fles > < No =

39. Select “OK”. :

The GroupWise POA (Disaster Recovery) Was
Stopped for profile:

GWPO1
S E
;

40. You can see the Disaster Recovery POA e

is not running anymore. R o I
41 . Cl.'iCk on “BaCk". < 0K = B <Main Menu=
42. Select “Back” again in the next menu.
43. You should see the “CONFIGURE Post ]

Office Profile Disaster Recovery Mode” Choose Using [UP] [DOWN], [Enter] to Select

menu. e
---( 1. Turning On Disaster Recovery )------
F oI ] Disaster Recovery Failover Settings

“ ) .
Choose ENABLE . - ( 2. Migrating to a Production Server )
Mo 1 Configuration Settings

S mmmeeemeaaes ( 3. Turning Off Disaster Recovery )-----
B [ FAILBACK ] Configuration Settings

< 0K <Profile Menu>

Reload for GroupWise - Lab 4 07.12.2015 Page 7



44,

45. The final step of the migration is to do

46.

47.

48.

Reload for GroupWise - Lab 4

Open the “MIGRATE” menu again.

a cold copy of all the user and
message databases along with any
other files in the OFFILES that
recently came in. GroupWise should
be stopped for this step.

Because most of the files in OFFILES
were already sync’d during the pre-
migration the total down time should
be minimal.

Select “Step #3 - Start FINAL (FULL)
MIGRATION Job...”

Choose “The Most Current Backup”.

This should be getting familiar.

Select “NFS/Linux Server”.

ENABLE Post Office Profile Disaster Recovery Mode

Disaster Recovery Mode Status
[@-2IL0VER Enabled|l

Choose using [UP] [Down], [Enter] to Select

< ik <Profile Menu=

Migration Agent Job Status
[W No Migration Job is Running [
Choose a step only after the preceeding step has fully completed.

Choose using [UP] [DOWN], [Enter] to Select

Refresh This Screen

Help Understanding What to Do Here

Profile Migration Log

Step #1 - Start PRE-MIGRATION Job (OFFILES directory data only)
Step #2 - Unload Disaster Recovery POA if Running [ Not Running ]
Step #3 - Start FINAL (FULL) MIGRATION Job (all post office data)
View Profile Migration Log, Profile Event Log or System Agent Log

<EEmN -~ T D

< 0K < Back > <Main Menu>

Post Office Profile: GWPOl Backup Selection Menu

Choose the SOURCE Backup Set to Migrate

Choose using [UP] [DOwN], [Enter] to Select

The Most Current Backup - ( WEDMARO5 )
B Browse to Backup Location

< 0K <Cancel>

Select the Server Platfor .

Choose Using [UP] [DOWN], < Next > to Select

Choose the DESTINATION of the
server to which the data will be restored to.

1 NCP/NetWare Server
2 NetWare Cluster Resource
I NFS/Linux Server
4 Linux Cluster Resource
5 SAMBA/Windows Server
6 Local - A path on this Linux Server
< Cancel >
07.12.2015 Page 8



49.

50.

51.

52.

53.

54.

Reload for GroupWise - Lab 4

The IP Address of your GroupWise
server should be automatically filled
in.

172.17.2.240

The destination Post Office path
should also be filled in automatically.

/groupwise/gwpo1

The migration job has been created.

Click “OK”.

The “Active Migration Log” will open.

Click on “Exit” when the migration is
finished.

As the final step the Disaster Recovery
mode has to be disabled.

Open Firefox again and go to the
“Disaster Recovery” tab of the Post
Office Profile.

Click on “[FAILBACK] - Turn Off
Disaster Recovery Mode...”.

Alternatively you could click on the
ambulance button on the Reload
Home page.

07.12.2015

FS_,‘Linux Server IP Address

Choose < Next > to Accept

In the field below type the

Example: 100.10.1.10

ll??. 17.2.240Q

< Next

= Cancel =

iInput Post Office Linux Path|

Choose < Next > to Accept
In the field below, type in an EXISTING Linux

data should be migrated to. Make sure to specify
the correct directory name case, (uppercase vs. lowercase).

Example: /data/restorepo

l/groupwise/gwpol

< Next

< Cancel >

igration Job Created|

The migration job has been queued up for
profile:

GWPO1

If no other migration job is running this
migration job will start within a minute.

< B

GWAVA Reload - Profile: GWPOl - Active Migration Log

DATE: Thu_Mar_06 TIME: 11:38:36 - [MIGRATE] Starting Migrating OFMSG Directo
DATE: Thu_Mar_06 TIME: 11:38:46 - [MIGRATE] Skipping Storelowercase DBCOPY R
DATE: Thu_Mar_06 TIME: 11:38:46 - [MIGRATE] This Post Office is not Version

DATE: Thu_Mar_06 TIME: 11:38:46 - [MIGRATE] Finished Migrating OFMSG Directo
DATE: Thu_Mar_06 TIME: 11:38:46 - [MIGRATE] OFMSG Migration Run Time: 15 Sec
DATE: Thu_Mar_06 TIME: 11:38:46 - [MIGRATE] Database Migration Run Time: 1 M
DATE: Thu_Mar_06 TIME: 11:39:03 - [MIGRATE] Completed FINAL (FULL) Migration
DATE: Thu_Mar_06 TIME: 11:39:04 - [MIGRATE] ++ FINISHED MIGRATION FOR PROFIL
DATE: Thu_Mar_06 TIME: 11:39:05 - [MIGRATE] TOTAL TIME TO FINISH: 2 Minutes

< Exit ]

() overview i Backups i DisasterRecovery 1 Configure i3, Eventlog i AgentLog

«o% Push-Button Disaster Recove
‘V‘) 1. [ FAILOVER ] - TURN ON DISASTER RECOVERY MODE Using Current Backup [ WEDMAROS ]

‘»‘g 2. [ MIGRATE ] - Migrate Post Office Contents Back to a Production Server

% 3. [FAILBACK ] - Turn Off Disaster Recovery Mode And Return to Normal

HELP!

Post Office Profiles Status Actlons

© 1.6wpor | ()%, ¥ |WEDMAROS | g‘ ng

gwpo1
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55.

56.

57.

58.

59.

Reload for GroupWise - Lab 4

A message will show up that Disaster
Recovery has been turned off.
Click on the blue arrow button.

The “GWPO1” profile should have
returned to a normal status.

Check the Reload Home page or the
profile overview to make sure, that

Disaster Recovery is not running
anymore.

Switch to the GroupWise server.

Load the GroupWise agents, so the
GroupWise system is running again.

Open a terminal console and type
“rcgrpwise start”.

Launch the GroupWise client from the
Windows VM.

The GW Client will try to connect to
the Post Office on the Reload server.

Type in the IP of the live GroupWise

Post Office again and login as “fnurk”.

172.17.2.241

Verify that the mail that was sent
while DR mode was running has been
migrated to the live Post Office.

07.12.2015

[ FAILBACK ] - Disaster Recovery for Profile: GWPO1 has been turned OFF

<)

Post Office Profiles Status Actlons

B e

© 1.cwpo1

@ < | |webmARos |

gwpo1l

;¢ DisasterRecovery =3 Configure

i
5

() oveview [ Backups

&, EventLog

@ [1.GWPO1] Post Office Profile Status & Information

& View All Profiles

© Profile Status:

This profile Is functioning correctly.
@ Backup Access Status:
© Job Status:

Normal - No backup Is loaded
No job Is running for this profile

@ Disk Space In Use: 41%

© Name of Most Current Backup: WEDMAROS
@ Profile Description: gwpo1

© Profile Path: /reload/gwpo1

%@  Post Office Information

Fie Edit View Teminal Tabs Help
gwtsG4:~ # rocgrpwise start
Starting [gwpel.gwdom]
Starting [gwpo2.gwdom]
Starting [gwdom]
Starting [gwia.gwdom]
© Novell GroupWise Startup @
User name (Required): furk
Password: sseee
© Online Address: 172.17.2.241 Port: 1677
(©) Caching mailbox path: &a
(©) Remote mailbox path: ia
Unable to connect to the TCP/IP address
[ OK ] [ Cancel ]

Home Mailbox (641) Calendar Sentltems

| [2] Address Book Q &y | I Newmail + (O NewAppt v [v] NewTesk + Ty
‘ M@ - @ Reply ¥ReplyAl A Forward ~ -

L Online~ v E=Mailbox (641) Q-
72y Nurk Home From Subject

o= (641) [ =] Nurk Disaster Recovery Test
A2 Sentltems "Morris Blackham” <Moi Re: [ngw] Oldest Tree - Curve Ball
D Calendar (-] Gert <gwcheck@gmail.c Re: [ngw] Oh no...the Storm is coming
A4 Frequent Contacts =] "Keith Larson” <klarsor Re: [ngw] Oldest Tree - Curve Ball
EL] Documents “Eric Feldman” <Efeldm Re: [ngw] Oldest Tree - Curve Ball
Tasklist [=] “TonyBundy" <tbundy( Re: [ngw] Oldest Tree - Curve Ball
[ WorkIn Progress =] Jon Christensen <jbchri Re: [ngw] Oldest Tree - Curve Ball

2 5 Cabinet =1 "Roger Thomas" <Roge Re: [ngw] Oldest Tree - Curve Ball
G] Trash =] "JamesTaylor" <James. Re: [ngw] Oldest Tree - Curve Ball
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