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Technical Support 
If you have a technical support question, please consult the GWAVA Technical Support section of our website at http://support.gwava.com . 

Sales 
To contact a GWAVA sales team member, please e-mail info@gwava.com or call Tel: 866-GO-GWAVA (866-464-9282) in North America or +1 514 639 4850. 
100 Alexis Nihon Blvd. suite 500 
Montreal, Quebec
Canada. H4M 2P1 
Intended Audience 
This manual is intended for IT administrators in their use of Retain or anyone wanting to learn more about Retain. It includes installation instructions and feature descriptions.
Organization
The guide is organized into two sections: upgrading from 1 to 2, and upgrading from 2 to 3.  While it is possible to upgrade directly from 1 to 3 and the steps are essentially the same, it is recommended to upgrade first to version 2 to ensure that the upgrade finished correctly before finishing the upgrade to the current version. Please see the applicable sections. 
This guide also includes an instruction set for switching the indexing engine in Retain. 
General use and management of Retain is covered in the Administrator Guide, please read that guide for setup and configuration steps and information. 



[bookmark: _Toc336889232]Upgrade Information
Upgrading Retain to the current version is a simple, automated process. Which steps are required for different systems depends on the version of the installed Retain system. A full upgrade from version 1 to version 3 includes three major steps:
·  (
Retain 1, 2, and 3
 use different license
s and will not function without
 valid licenses for each.  If updating from 1 to 3, only
 version
 3 licenses are required. Before updating the Retain system ensure that appropriate licenses are available. See a GWAVA sales representative to get the applicable licenses and plan the upgrade process. 
)Update the Retain configuration database using an existing migration utility.
· Update the message store database. 
· Optionally change the indexing engine. 
The configuration database is described in the version 2 update process. Updating the message store database is described in the version 3 update process.  Both are described below.  
Configuration Database
Retain version 2 introduced a changed location of the Retain configuration database. In Retain 1 the configuration database was located in a separate, embedded Derby database. Retain 2 moves the configuration to the existing Retain SQL database. 
Exalead 
Retain includes the option to install a new indexing engine for larger systems. Exalead can index massive amounts of data and is recommended for archiving systems with 1000 or more users. Exalead should be installed and run on a dedicated server for best performance. Exalead should not be run on the same machine as the Retain Server. If using Exalead, the system must be installed and running before the Retain Server is configured. For install and system requirements, please refer to the Exalead installation document. 
If an administrator wishes to switch the index engine from Lucene to Exalead, it can be done at any time through the admin interface. However, the indexes must be rebuilt so the entire process can be very time consuming. For larger systems, though, the procedure may take quite some time. Please plan your systems accordingly. 
Retain Database changes and Improved Search Engine
Retain 3 introduces improved ability with Lucene as well as updated and improved searching abilities in the Retain interface. To facilitate these changes, additional tables need to be added to the database. No modification of existing data is performed and updating the database is facilitated by a database migration utility.   The migration requires roughly double the current space of the existing database to be available for use, as well as sufficient down-time for the Retain system while the migration is performed.  Retain 3.0 must have an updated database to function, and should not be installed until a migration can be performed.  See the requirements and process for updating to Retain 3 before continuing. 

[bookmark: _Toc336889233]Upgrade Process
[bookmark: _Toc336889234]Retain 1 to Retain 2
The upgrade process from version 1 to 3 requires first the upgrade from 1 to 2, and then a second upgrade from 2 to 3.  The upgrades steps are separate and have individual considerations. Please see the individual sections and read all instructions to properly plan the upgrade for your system. 
[bookmark: _Toc336889235]Retain 2 to Retain 3
Systems already upgraded to 2 can skip the first step and move directly to the upgrade process from version2 to 3. 
[bookmark: _Upgrade_for_Retain][bookmark: _Toc336889236]Upgrade for Retain 1 to 2
When Upgrading Retain from Retain 1 to 2, there are several objects to be aware of and update or migrate before the system will work.   All the steps include:
· Backup your Retain System
· Upgrade Retain Server to 2
· Check for successful installation
· Run the migration wizard
· Upgrade all Retain Workers
· Upgrade all Migration tools
· Install Retain 2 license (If upgrading directly to version 3, this step may be skipped)
Optional upgrades:
· Exalead
The steps are covered in detail below:
1. Backup your Retain System.  Should the wrong option be selected during the Retain Server installation, the Retain Server configuration can be overwritten. Connection and access to Retain data requires identification keys stored in the configuration. The Retain Server settings and configuration cannot be lost. 
2. Install Retain Server 2.x. When Retain is installed, it will detect that a previous version of Retain is installed and prompts whether to upgrade or overwrite the installation.  Select the option to Upgrade, preserving configuration. If overwritten, Retain Server must be restored from backup and the install upgrade must be restarted.
3. Check for successful installation. If the installation upgrade has been successful, the Retain Server home page, (http://<RetainServer_IP_or_Hostname>/RetainServer), should display the following notice:
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\MWSnap001.bmp]
Selecting the ‘Find out more’ button will display the next notice:
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\MWSnap002.bmp]
4. Run the migration tool.  The migration tool is located in the ‘migration’ directory in the Retain download. Browse to that directory and run the migrator on the Retain Server.  
Windows
Locate and run the migrate.bat file. The migration utility assumes the default path to the Retain Server installation. By default, the components are located at:  C:\Program Files\Beginfinite\Retain\RetainServer
Linux
If under linux, you may need to add permissions the migrator by typing:
chmod +x migrate.sh
The migration utility needs to know where the current Retain Server resides in the file system. Run the migration utility and place the working directory of the Retain Server as an argument. Use absolute pathing.
./migrate.sh <path to Retain Server>

On either Linux and Windows systems, the migration utility places the default locations between brackets before the prompt. To accept the system defaults simply press <Enter>.  In most cases, the defaults will be correct and can simply be accepted. The below example assumes Linux default file paths for the Retain Server components.
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\Retain2046.bmp]
Read the notice, and hit enter to continue.
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\Retain2047.bmp]
The migration program will inform you of what it will do and what information is required. The ASConfig.cfg file is located in the …/retain/RetainServer/WEB-INF/cfg directory.
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\Retain2048.bmp]
The JDBC class location must also be provided. Default is shown. 
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\Retain2049.bmp]
Authentication to the database server hosting the retain database  is required. The defaults are listed in the current Retain Server configuration. First provide or confirm the user name.
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\Retain2050.bmp]
Next confirm or provide the password to the database .
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\Retain2052.bmp]
The ebdb  database location is required.  Unless changed during initial Retain 1.x install, this can remain as default. 
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\Retain2051.bmp]
DO NOT CHANGE the Server ID unless specifically instructed to by Support. Accept default by pressing <enter>.
Confirm your settings.
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\Retain2054.bmp]
Look over the above information and confirm the correct information. Type ‘no’ to correct any information. 
After selecting ‘yes’, the migration utility will setup the retain database with the information just provided along with the current configuration settings in the Retain 1.x configuration database. 
This will migrate all jobs, schedules, profiles, and worker information from the 1.x server to the new Retain server. After the migration utility has completed, if tomcat has not been started, it should be. 
The Retain Server should be fully accessible as usual with the same username and password. 
5. Upgrade all workers and re-upload the bootstrap files for all Retain Workers. All Retain Workers must be updated or scheduled jobs assigned to an un-updated worker will not run.  Retain 1.x workers cannot communicate with higher version Servers.  The new bootstrap will be named RetainWorker2.cfg.   Run the Retain installer on each Retain Worker box and update each Retain Worker. 
6. Upgrade all migration tools. If there are any GroupWise Archive Migration Tools or GWArchive M+ Archive Migration tools active in the system, they also must be replaced with new migration tools from the current Retain download. (..\Retain\tools\Migration Tools)
7. Update your license.  New versions constitute new systems which require new licenses. There is a 30 day grace period to update the license; however, it is best to update the license while working on the server instead of waiting for the grace period to expire. Download or locate your Retain 2 license and upload it to the Retain Server. Log into the Retain Server as admin, select the Configuration | Licensing page and upload your new license.
The Retain system has now been updated to version 2.  Next continue below to upgrade to version 3. 


[bookmark: _Upgrading_to_Retain][bookmark: _Toc336889237]Upgrading to Retain 3
Retain 2 requires two steps to complete the update to Retain 3: Database migration and Retain program update.  The Retain program update should be performed first, which then triggers the database migration wizard automatically on next login. After the upgrade, Retain 3 license(s) must be immediately uploaded to begin Retain functionality.
[bookmark: _Toc336889238]Retain Upgrade and Database Migration
Retain 3 makes a few changes to the Retain database making a database migration necessary in order to upgrade previous versions Retain. In order to facilitate the migration process, a migration utility has been created and included with the main Retain 3 download. 
Because the migration may take quite some time, and because upgrading Retain renders the system unusable until the migration has completed, careful planning is strongly recommended when dealing with the migration. 
If questions persist, or if problems are encountered in upgrading Retain and migrating the database, please contact Retain support. 
In order to plan the Retain upgrade and migration, several things are required: 
· Retain 3 package downloaded to desired server
· Migration temporarily requires free disk space, up to double the current disk space of the current Retain database.  
· Retain 3 licenses 
· Migration benchmark completed – Highly recommended (but not required)
· Sufficient time (according to benchmark estimate)
Ensure that all required materials are available before beginning the upgrade and migration. 
[bookmark: _Toc335836680][bookmark: _Toc336889239]Benchmark
The benchmark utility is a simple, command-line utility which should be run from the Retain Server, which estimates the time required for the database migration to complete.  Due to the great difference in sizes between databases and hardware limitations, no general rule or statement can be provided for an estimate. Some migrations will take hours and others a week or longer. 
 The benchmark utility provides an accurate estimation through a simulated migration of the database with a very limited scope, (~250K records).  Disk IO and processor speed are the main limitations for the estimated time frame, and for performance reasons these should be taken into consideration.  It is important to run the benchmark utility on the Retain Server for the estimate to be accurate.
The benchmark utility grabs the configuration file for the Retain Server, which contains the database connection information, then asks for confirmation on the credentials.  When confirmed, the benchmark performs a simulated database migration for the first 250K records and utilizes the performance data for an estimate on the rest of the database.  During this simulation the database is unchanged by the utility.
The utility is located in the main Retain 3 download in an additional folder titled ‘benchmark’.  Locate the ‘benchmark’ folder and select the appropriate executable. 

· benchmark.bat –  for Windows Retain Server
· benchmark.sh –  for Linux Retain Server
With the appropriate executable, run the benchmark utility on the Retain Server.   The benchmark will automatically shut down Retain for the duration of the simulation, as well as checking the Java version installed.  If Java installation is required, follow the appropriate prompts.
The migration asks for confirmation on the location of the asconfig file and the database connection driver. Default installation paths are shown and should not be modified unless the Retain Server was installed to an alternate location. 
Warning:  The benchmark utility asks for confirmation on the retain database user’s password and it is displayed.  Plan to run the benchmark accordingly.
Once the information has been confirmed or provided, the benchmark automatically runs and after completion displays the pertinent information.  The process may take several minutes depending on the different system. 
The important information the benchmark utility displays is the time estimate. 
[image: C:\Users\work\Desktop\benchmark.png]
NOTE the estimate.  This will be the approximate time required. Only when this time is available upgrade the Retain Server.
[bookmark: _Toc335836681][bookmark: _Toc336889240]Upgrade
The upgrade process is quite simple and straight-forward; re-install Retain utilizing the Retain 3 installation files. The upgrade is nearly identical to a new install, except the administrator should select the ‘upgrade’ option during the install wizard. Take care to NOT overwrite the Retain Server system.
[bookmark: _Toc335836682][bookmark: _Toc336889241]Migration
Browse to the Retain Server, (http://<ServerIP>/RetainServer). On restart after the upgrade has been completed, Retain 3 will initialize the database migration utility instead of the standard login.



Only a user with Administrator rights can start the migration.  
[image: C:\Users\work\Desktop\IMG_12092012_135319.png]
Select the ‘Enter credentials’ button and login as an administrator.
[image: C:\Users\work\Desktop\IMG_12092012_135413.png]
In order to update the database, Retain 3 must first prepare the schema. This process will take a few minutes.
[image: C:\Users\work\Desktop\IMG_12092012_135429.png]


Once the Schema is prepared, Tomcat must be restarted manually.  Restart Tomcat and browse once again to the Retain Server. 
[image: C:\Users\work\Desktop\IMG_12092012_135446.png]

The database Migration also requires an administrator’s credentials to begin. 
[image: C:\Users\work\Desktop\IMG_12092012_135643.png]
This page should only appear for a few moments, and then resolve to the next screen. 
[image: C:\Users\work\Desktop\IMG_12092012_135656.png]

To begin the database migration, select the ‘Migrate’ button.  

[image: C:\Users\work\Desktop\IMG_12092012_135736.png]
Only MySQL Database users will see this page:
[image: C:\Users\work\Desktop\IMG_12092012_135818.png]
MySQL requires the root or super user credentials to modify the database, and it must be provided. Once the ‘Migrate’ button is pressed, the migration will begin. 

The migration process itself consists of 10 different steps. Each step has a ‘Raw Progress’ bar which displays the amount of work or records each step must complete. 
[image: C:\Users\work\Desktop\IMG_12092012_140206.png]
This process will take as much time as the benchmark estimate stated. Make plans accordingly. 




When the Migration is complete, the Retain page displays a completion status. Duration, individual step completion status, and error count is displayed.  If any errors have been encountered, please contact Retain Support. 
[image: C:\Users\work\Desktop\IMG_12092012_141743.png]
Select the ‘Continue’ button to dismiss the report and complete the migration.  The following page is then displayed. 

[image: C:\Users\work\Desktop\IMG_12092012_141757.png]

Restart Tomcat to complete migration. 


[image: C:\Users\work\Desktop\IMG_12092012_142130.png]
With the next login, the Retain Server displays the license page. Retain must have Retain 3 licenses.  Retain 3 will not function with licenses from previous versions.   

Select the ‘browse’ button and locate the appropriate license.  If the license cannot be found, contact a Retain Sales representative. 







[image: C:\Users\work\Desktop\IMG_12092012_142153.png]
Once the licenses are submitted, simply refresh the page and the Retain system is ready for operation. 

While Retain is currently operational, it is highly recommended to upgrade the Retain Workers as well. 

[bookmark: _Toc336889242]Optional step:  Upgrade indexing engine to Exalead.
The Exalead indexing engine is not required, and the system can be switched from Lucene to Exalead at any time. However, the index engines are not compatible with each other and have no way to export the indexes between them, causing a need to re-index the entire mail archive each time the index engine is changed to ensure full coverage.  Re-indexing the archive will take substantial amounts of time, and switching the indexing engine should only be run during a ‘quiet time’ when there are no jobs scheduled to run. 
Exalead allows much more flexibility and options in searching and scaling. However, Exalead does require a separate physical machine with robust hardware. For a full list of Exalead requirements and install instructions, see the Exalead Install document.  Switching to the Exalead indexing engine will cause some server downtime. 
Before you begin the migration to Exalead for the indexing engine, you must first have Exalead installed and working. Log into the Retain Server management console as Adminitrator, and ensure that:
· The Retain System has been backed-up. 
· Exalead server has been installed, setup, and is accessible. 
· No deletion manager jobs should be running, or set to run. 
· Indexer status is set to ‘0’.  On Retain Server status page, the “Total emails in memory queue waiting indexing” should show ‘0’.    If this is not set to ‘0’, and no job is running, contact support before performing the index engine migration. 
From this point on, actual changes will be made in your Retain Server system.  To change the index engine, perform the following steps 
1. As admin, log into the Retain Server management console and browse to the Configuration | Server Configuration page and select the Index tab and click on the ‘Migration Steps’ link to spawn the migration steps window.
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\Retain2-BYS056.bmp]
Open the  migration link in a new window or tab. 
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\Retain2-BYS058.bmp]
This window has links and information on the migration as well as the migration settings further down the page. LEAVE THIS PAGE OPEN.
2. Scroll down the page to the link to the Indexer Reset page. 
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\Retain2-BYS059.bmp]
Open the link in a new page or tab. http://RetainServerAddress/RetainServer/Util/indexerReset.jsp


By default, the Indexer Reset page should look like the picture below. (Pay attention to the Unindexed Items (DB): number. It should read ‘0’. If it does not, do not proceed unless under the instruction of support.[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\Retain2-BYS060.bmp]
The next few steps need to be performed with very little time delay between them. No more than a couple minutes. If not switched soon enough, the indexer reset switch will cause Lucene to re-index, instead of causing Exalead to index the message store, resulting in empty search results when switched to Exalead and slow responses due to Lucene re-indexing the message store.  Read through the next steps and decide settings before proceeding. These steps must be completed in the order specified.
3. From the Indexer Reset page, Select Reset entire message store.  Type “I AGREE” in the dialog after reading the warnings.  Select Submit. 
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\Retain2-BYS061.bmp]
Proceed without delay to the next steps
4. THIS STEP MUST BE DONE QUICKLY AFTER RESETTING THE INDEX. Go the server configuration in the Retain Server admin page, and switch indexer engine to ‘exalead’.  
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\Retain2-BYS062.bmp]
After selecting Exalead as the indexing engine, input the connection information (IP address and base port, the default base port is 10000).
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\Retain2-BYS063.bmp]
After all changes have been made, select the Save Changes button. 
5. Go to the Migration Steps page and Select, migration in progress, and select to Send an e-mail when migration is completed. Specify a destination address.
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\Retain2-BYS065.bmp]
6. Activate an alternative searching server if desired.  
While Exalead is indexing the archive, there will be no mail in the index to be searched through. Depending on how much mail is in the archive, the indexing operation may take a very long time. To have the searching features of Retain available while the archive is processed, specify a separate searching server. In this case, it would be Lucene. The only downside to this operation is that any new mail added to the system during the indexing operation will not be added to the Lucene index, and will not be available to search until Exalead has finished and the search engine has been changed to Exalead. 
7. After the settings are correct, type “I understand” and select Save Migration Parameters.
8. Restart Tomcat on the Retain Server system.  When Tomcat starts back up, the settings will be cemented and the archive will be re-indexed into Exalead. 
During the indexing process of Exalead, the statistics of the Retain Server Status and update page should rapidly increase. It is one way to monitor the progress of the migration. (The screen shot shown is before the migration is started.)
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\Retain2-BYS067.bmp]
9. When the migration compete email arrives, return to the Migration Steps page and unselect the Migration is in progress setting, type I understand, and Save Migration Parameters. 
[image: C:\Documents and Settings\Administrator\Desktop\final docs\Retain\Retain 2.0\pics\Retain2-BYS066.bmp]

Even though Lucene has been unselected, it will still exist with all the indexes until removed.  Again, Re-indexing may take a long time depending on the hardware of the Exalead system, the size of the archive, and the speed of the connecting network.  Allow for plenty of time for the indexing to be performed. Time may range from several days to several weeks for extremely large systems. 
Once it has been determined that Lucene is no longer wanted or needed as a backup for the system, to save system disk space, the Lucene index should be removed from the system. This is not a necessary step, though it does free up system disk space that currently holds duplicate data that now resides in the more robust Exalead system. 
To remove the Lucene Indexes, login as admin to the Retain Server, open a new window or tab, and browse to http://Retain_Server_Address/RetainServer/Util/luceneDelete.jsp to remove the users one by one according to UUID. The lucene delete page is also linked form the Indexer Reset page. To manually delete the Lucene indexes, remove the contents of the <storage area>/index directory. There should also be a copy of the index directory in the backup folder of the storage area.  This measure is not required. 
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Backup /share/Retainz0Dhlphaz/Retainnstall.log to /opt/beginfinite/retain/backup/20100308/Retaininstall. log

Skip Backup (already present)

RETAINZ:/share/Retainz00Alphaz # cd migrate/

RETAINZ: /share/Retainz00Alphaz/migrate § 1s

addpath.bat ant.tmp commons-logging.properties logdi.properties wigrate.bat migrate.sh migrate.hat migrate.sh readwe.txt
RETAINZ:/share/Retain200Alphaz/migrate § cat readnme.txt

This contains the batch file and shell script for running the Nigration from Derby Configuration databases to

SQL Server. This is MANDATORY for moving to Retain 2.x from a Retain 1.x installation.

Normally the installer prowpts you to run this. If you vanted to run this wamually, you could, by running
migrate.bat or migrate.sh from the comsand line.

4 wandatory command line argwient is the path (quoted if necessary in the case of long filenames and spaces)
©to the directory containing RetainServer

On Linux this is typically /opt/beginfinite/retain/RetainServer
On Vindows this is typicaly C:\Program Files\GUAVA)Retain)RetainServer and must be enclosed in quotes

The actual install program is ewbedded in RetainPersist.jar, hence the small size of this folder. In actuality, wany

cependencies exist, all contained in the lib directory.RETAINZ:/share/Retainz00ilpha2/migrate # ./nwigrate0.sh

You must specify the directory of the Retain Server library files , typically /opt/beginfinite/retain/RetainServer/VEB-INF/Lib as
he comand line argument

RETAINZ:/share/RetainZ00Alphaz/migrate § ./migrateD.sh /opt/beginfinite/retain/RetainServer
/opt/begintinite/revain/ java/ jdki.5.0_22

/opt/begintinite/retain/ java/jdil.5.0_22/bin/ java

4 copy of the log is stored at: /twp/migrate-2483459366805147184. Log

BEFORE PROCEEDING NAKE SURE YOU CREATE L NEW DRTABASE retain conf, WITH RIGHTS GRANTED TO A USER
PLEASE NOTE: WE WILL CREATE THE INDEXERS FRON SCRATCH

S0 IF YOU HAVE ADDED MNY NINE EXTENSIONS OR CHANGED

SIZE SETTINGS OR ENABLED WORD OR PDF, YOU WILL

HIVE TO REDO THESE CHANGES

Press ENTER to contimel]
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PLEASE NOTE: WE WILL CREATE THE INDEXERS FRON SCRATCH

S0 IF YOU HAVE ADDED MNY NINE EXTENSIONS OR CHANGED

SIZE SETTINGS OR ENABLED WORD OR PDF, YOU WILL

HIVE TO REDO THESE CHANGES

Press ENTER to continue

This application is used to wigrate the old Derby Configuration
databases used hefore Retain 2.0 to the datshase Server you specify
THIS IS A MANDATORY STEP BEFORE RUNNING RETAIN 2.0!

The Derby database will be loaded and upgraded to the Retain 1.80 schema
but othervise will be remain untouched.

You will be expected to provide the file location of your ASConfig.cfy

file, which needs to be read and written to during the migration process

You will then be asked to confirm the datsbase parameters

By default, this program asswnes you vant to use the sawe database server,

user, and passuord as your Nessage Store database. In fact the only difference

will be that the Configuration Database will be named retain conf, instead of retain

BEFORE PROCEEDING NAKE SURE YOU HAVE CREATED THIS DATRBASE AND GRANTED RIGHTS TO
THE LPPROPRIATE USER!

Location of ASConfig.cfg [/opt/beginfinite/retain/RetainServer/WEB-INF/cfy/iSContig.czql: |
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4 copy of the log is stored a

/tnp/migrate-2483459366805147184. log

BEFORE PROCEEDING NAKE SURE YOU CREATE L NEW DRTABASE retain conf, WITH RIGHTS GRANTED TO A USER
PLEASE NOTE: WE WILL CREATE THE INDEXERS FRON SCRATCH

S0 IF YOU HAVE ADDED MNY NINE EXTENSIONS OR CHANGED

SIZE SETTINGS OR ENABLED WORD OR PDF, YOU WILL

HIVE TO REDO THESE CHANGES

Press ENTER to continue

This application is used to wigrate the old Derby Configuration
databases used hefore Retain 2.0 to the datshase Server you specify
THIS IS A MANDATORY STEP BEFORE RUNNING RETAIN 2.0!

The Derby database will be loaded and upgraded to the Retain 1.80 schema
but othervise will be remain untouched.

You will be expected to provide the file location of your ASConfig.cfy

file, which needs to be read and written to during the migration process

You will then be asked to confirm the datsbase parameters

By default, this program asswnes you vant to use the sawe database server,

user, and passuord as your Nessage Store database. In fact the only difference

will be that the Configuration Database will be named retain conf, instead of retain

BEFORE PROCEEDING NAKE SURE YOU HAVE CREATED THIS DATRBASE AND GRANTED RIGHTS TO
THE LPPROPRIATE USER!

Location of ASConfig.cfy [/opt/beginfinite/retain/RetainServer/WEB-INF/cfg/ASConfig.cfg] @
iScontig.ctq vill be read for default civalues, and lacer updated if the migration is successful.
Driver JBC Class [com.mysal.cbe.Driver : |
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You must specify the directory of the Retain Server library files , typically /opt/beginfinite/retain/RetainServer/VEB-INF/Lib as |
he comand line argument

RETAINZ:/share/RetainZ00Alphaz/migrate § ./migrateD.sh /opt/beginfinite/retain/RetainServer
/opt/begintinite/revain/ java/ jdki.5.0_22

/opt/begintinite/retain/ java/jdil.5.0_22/bin/ java

4 copy of the log is stored a

/tnp/migrate-2483459366805147184. log

BEFORE PROCEEDING NAKE SURE YOU CREATE L NEW DRTABASE retain conf, WITH RIGHTS GRANTED TO A USER
PLEASE NOTE: WE WILL CREATE THE INDEXERS FRON SCRATCH

S0 IF YOU HAVE ADDED MNY NINE EXTENSIONS OR CHANGED

SIZE SETTINGS OR ENABLED WORD OR PDF, YOU WILL

HIVE TO REDO THESE CHANGES

Press ENTER to continue

This application is used to wigrate the old Derby Configuration
databases used hefore Retain 2.0 to the datshase Server you specify
THIS IS A MANDATORY STEP BEFORE RUNNING RETAIN 2.0!

The Derby database will be loaded and upgraded to the Retain 1.80 schema
but othervise will be remain untouched.

You will be expected to provide the file location of your ASConfig.cfy

file, which needs to be read and written to during the migration process

You will then be asked to confirm the datsbase parameters

By default, this program asswnes you vant to use the sawe database server,

user, and passuord as your Nessage Store database. In fact the only difference

will be that the Configuration Database will be named retain conf, instead of retain

BEFORE PROCEEDING NAKE SURE YOU HAVE CREATED THIS DATRBASE AND GRANTED RIGHTS TO
THE LPPROPRIATE USER!

Location of ASConfig.cfy [/opt/beginfinite/retain/RetainServer/WEB-INF/cfg/ASConfig.cfg] @
iScontig.ctq vill be read for default civalues, and lacer updated if the migration is successful.
Driver GDEC Class [com.mysql.jse.Drsver] -

Dasabase User Neme [revain:
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he comand line argument
RETAINZ:/share/RetainZ00Alphaz/migrate § ./migrateD.sh /opt/beginfinite/retain/RetainServer
/opt/begintinite/revain/ java/ jdki.5.0_22

/opt/begintinite/retain/ java/jdil.5.0_22/bin/ java

4 copy of the log is stored at: /twp/migrate-2483459366805147184. Log

BEFORE PROCEEDING NAKE SURE YOU CREATE L NEW DRTABASE retain conf, WITH RIGHTS GRANTED TO A USER
PLEASE NOTE: WE WILL CREATE THE INDEXERS FRON SCRATCH

S0 IF YOU HAVE ADDED MNY NINE EXTENSIONS OR CHANGED

SIZE SETTINGS OR ENABLED WORD OR PDF, YOU WILL

HIVE TO REDO THESE CHANGES

Press ENTER to continue

This application is used to wigrate the old Derby Configuration
databases used hefore Retain 2.0 to the datshase Server you specify
THIS IS A MANDATORY STEP BEFORE RUNNING RETAIN 2.0!

The Derby database will be loaded and upgraded to the Retain 1.80 schema
but othervise will be remain untouched.

You will be expected to provide the file location of your ASConfig.cfy

file, which needs to be read and written to during the migration process

You will then be asked to confirm the datsbase parameters

By default, this program asswnes you vant to use the sawe database server,

user, and passuord as your Nessage Store database. In fact the only difference

will be that the Configuration Database will be named retain conf, instead of retain

BEFORE PROCEEDING NAKE SURE YOU HAVE CREATED THIS DATRBASE AND GRANTED RIGHTS TO
THE LPPROPRIATE USER!

Location of ASConfig.cfy [/opt/beginfinite/retain/RetainServer/WEB-INF/cfg/ASConfig.cfg] @
iScontig.ctq vill be read for default civalues, and lacer updated if the migration is successful.
Drsver GDEC Class [com.mysql.3cse.Drsver] -

Datebase User Neme [retain:

Database Passvord [recain: I
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/opt/beginfinite/revain/ java/ jdki.5.0_22
/opt/begintinite/retain/ java/jdil.5.0_22/bin/ java
4 copy of the log is stored at: /twp/migrate-2483459366805147184. Log

BEFORE PROCEEDING NAKE SURE YOU CREATE L NEW DRTABASE retain conf, WITH RIGHTS GRANTED TO A USER
PLEASE NOTE: WE WILL CREATE THE INDEXERS FRON SCRATCH

S0 IF YOU HAVE ADDED MNY NINE EXTENSIONS OR CHANGED

SIZE SETTINGS OR ENABLED WORD OR PDF, YOU WILL

HIVE TO REDO THESE CHANGES

Press ENTER to continue

This application is used to wigrate the old Derby Configuration
databases used hefore Retain 2.0 to the datshase Server you specify
THIS IS A MANDATORY STEP BEFORE RUNNING RETAIN 2.0!

The Derby database will be loaded and upgraded to the Retain 1.80 schema
but othervise will be remain untouched.

You will be expected to provide the file location of your ASConfig.cfy

file, which needs to be read and written to during the migration process

You will then be asked to confirm the datsbase parameters

By default, this program asswnes you vant to use the sawe database server,

user, and passuord as your Nessage Store database. In fact the only difference

will be that the Configuration Database will be named retain conf, instead of retain

BEFORE PROCEEDING NAKE SURE YOU HAVE CREATED THIS DATRBASE AND GRANTED RIGHTS TO
THE LPPROPRIATE USER!

Location of ASConfig.cfy [/opt/beginfinite/retain/RetainServer/VEB-TNF/cfq/ASContia.cfa] ¢
15Config.cfy will he read for default civalues, and later updated if the migration is successful.
Driver JDBC Class [com.mysgl.idbe.Driver] :

Database User Name [retain] :

Database Password [retain]:

Server ID (do not change!] [FXROPPROTTTI] :

Location of embedded database [ebdb folder] [/var/opt/beginfinite/retain/ebab: [|
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RETAINZ:/share/Retainz00Alphaz/migrace § ./migrateD.sh /opt/beginfinite/retain/RetainServer
/opt/begintinite/revain/ java/ jdki.5.0_22

/opt/begintinite/retain/ java/jdil.5.0_22/bin/ java

4 copy of the log is stored at: /twp/migrate-2483459366805147184. Log

BEFORE PROCEEDING NAKE SURE YOU CREATE L NEW DRTABASE retain conf, WITH RIGHTS GRANTED TO A USER
PLEASE NOTE: WE WILL CREATE THE INDEXERS FRON SCRATCH

S0 IF YOU HAVE ADDED MNY NINE EXTENSIONS OR CHANGED

SIZE SETTINGS OR ENABLED WORD OR PDF, YOU WILL

HIVE TO REDO THESE CHANGES

Press ENTER to continue

This application is used to wigrate the old Derby Configuration
databases used hefore Retain 2.0 to the datshase Server you specify
THIS IS A MANDATORY STEP BEFORE RUNNING RETAIN 2.0!

The Derby database will be loaded and upgraded to the Retain 1.80 schema
but othervise will be remain untouched.

You will be expected to provide the file location of your ASConfig.cfy

file, which needs to be read and written to during the migration process

You will then be asked to confirm the datsbase parameters

By default, this program asswnes you vant to use the sawe database server,

user, and passuord as your Nessage Store database. In fact the only difference

will be that the Configuration Database will be named retain conf, instead of retain

BEFORE PROCEEDING NAKE SURE YOU HAVE CREATED THIS DATRBASE AND GRANTED RIGHTS TO
THE LPPROPRIATE USER!

Location of ASConfig.cfy [/opt/beginfinite/retain/RetainServer/WEB-INF/cfg/ASConfig.cfg] @
iScontig.ctq vill be read for default civalues, and lacer updated if the migration is successful.
Drsver GDEC Class [com.mysql.3cse.Drsver] -

Datebase User Neme [retain]

Datebase Passvora [recain:

Server 10 (do ot change!) [FXROPPROTTTII : I
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This application is used to wigrate the old Derby Configuration
databases used hefore Retain 2.0 to the datshase Server you specify
THIS IS A MANDATORY STEP BEFORE RUNNING RETAIN 2.0!

The Derby database will be loaded and upgraded to the Retain 1.80 schema
but othervise will be remain untouched

You will be expected to provide the file location of your ASConfig.cfy

file, which needs to be read and written to during the migration process

You will then be asked to confirm the datsbase parameters

By default, this program asswies you vant to use the sawe datsbase server,

user, and passuord as your Nessage Store database. In fact the only difference

will be that the Configuration Database will be named retain conf, instead of retain

BEFORE PROCEEDING NAKE SURE YOU HAVE CREATED THIS DATRBASE AND GRANTED RIGHTS TO
THE LPPROPRIATE USER!

Location of ASConfig.cfy [/opt/beginfinite/retain/RetainServer/VEB-TNF/cfq/ASContia.cfa] ¢
15Config.cfy will he read for default civalues, and later updated if the migration is suscessful
Driver JDBC Class [com.mysgl.idbe.Driver] :

Database User Name [retain]

Database Password [retain]:

Server T0 (do mot change!) [FXROPPHOTTTI]

Location of enbedded database (ehdh folder] [/var/opt/beginfinite/retain/shds]

JDBC URL of CONFIGURATION [not message] database [dbeimysgl://localhost/retain cont]

ASConfig.cfy pach [include filenawe]: /opt/beginfinite/retain/RetainServer/UEB-INF/cfy/ASConfig. oty
DB Class: com.mysgl.jdbe.Driver

DB User: retain

DB Password: retain

DB URL: jabeimysql://localhost/retain_cont

Derby path: /var/opt/beginfinite/retain/ebdd

ServerID: FEROPPHOTTTI

Confirm your selections (yes or no) [yesl: |





image12.png
[Exrors: None
[Percentage of current step: 38

[For t_nessage_properties

e processed: 250080 rous in 46168 ms. of which 5865 was
[For t_nessage_recipients

e processed: 250000 rous in 100238 ns, of which 437 was
[For t_message_properties

e processed a tail sanple of 18891 rous in 1876 ms

[For t_nessage_recipients.

e processed a tail sample of 18891 rous in 9921 ms

[Properties Table
[Recipient Table

e therefore estimate a complete migration will take:
@ Days © Hours 18 Minutes 21 Seconds

the COUNT
the COUNT
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Database Schema
“The database schema has been enhanced in this version of
Retain. The database wil be updated. During this process,
which wil take some time, the application will be unavailable for
use. To continue, please login as the administrator.

Enter credentials
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Database Schema
Login. admin

Password [0

(oo )
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Database Schema
The database schema update is in progress and should not be
interrupted. This message will be updated upon completion
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Database Schema
Database schema update complete. Please check your logs for
error messages. Ifnone are present, please restart Tomcat
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Database Migration
Login. admin

Password

(coan )
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Database Migration
‘The database s being prepared for migation and the
‘application should not be interrupted. The database migration
page will appear shorty
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1) Database Migration

‘This process wil migrate your existing database ftems to the new format used by this version of Retain
‘The time requied to perform the migration depends on the size of your database and the speed of the server.
‘The data will be processed in ten steps. Typicaly, steps 7 and & wil take the longest to complete.

Cancel
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1) Database Migration

‘This process wil migrate your existing database ftems to the new format used by this version of Retain
‘The time requied to perform the migration depends on the size of your database and the speed of the server.
‘The data will be processed in ten steps. Typicaly, steps 7 and 8 wil take the longest to complete.

MySQL Database users MUST provide the ROOT user name and password of the MySQL server before proceeding!

Root User: oot
Root Password:

Cancel
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‘This process wil migrate your existing database ftems to the new format used by this version of Retain
‘The time requied to perform the migration depends on the size of your database and the speed of the server.
essed in ten steps. Typicaly, steps 7 and 8 wil take the longest to complete.

Step 1/10 - Preparing for migration ... completed
Step 2/10 - Converting Folders ... completed

‘Time: Wed Sep 12 13:01:50 PDT 2012
Current Step: Step 3/10 - Converting Messages
Errors:

Percentage of current step: 4%
Row Progress: ... 12900/267887 ()
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1) Database Migration

‘This process wil migrate your existing database ftems to the new format used by this version of Retain
‘The time requied to perform the migration depends on the size of your database and the speed of the server.
‘The data will be processed in ten steps. Typicaly, steps 7 and 8 wil take the longest to complete.

Migrate | | Cancel

Step 1/10 - Preparing for migration ... completed
Step 2/10 - Converting Folders ... completed

Step 3/10 - Converting Messages ... completed

Step 4/10 - Converting Documents ... completed

Step 5/10 - Converting Datastore ... completed

Step 6/10 - Converting Message Attachments ... completed
Step 7/10 - Converting Message Properties ... completed
Step 8/10 - Converting Message Recpients ... completed
Step 9/10 - Converting Sender UUDs ... completed

Step 10/10 - Rebuiding indexes ... completed

Time: Wed Sep 12 13:
Current Step:
Errors:

135 PDT 2012

Percentage of current step: 100%
Row Progress: ... 25/25 (COMPLETE!)

Migration Complete
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Database Migration
Migration complete. Please restart Tomeat.
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J Licensing

conc

Lensedto  GWAVA
Leense D EVALUATION
License Stote  HESOMRS

License Type  base gw exchange socalmessaging
InstalDate  Tue Dec 28 14:52:28 PST 2010

License expires SRRSO

Support expires Thu Jan 27 14:52:28 PST 2011

® 1o base license nstaled!
© o module license installed!

‘Submit License
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J Licensing

Licensing

¥ Licensedto  CN=pg-1378, EMAILADDRESS=info@gwava.com, O=GWAVA, L=Montreal, ST=QC, C=CA
License ID cd87af65-c363-492b-b1e4-a1fa0d15ee67
License State NSRS
License Type  base
Install Date Wed Sep 12 13:21:40 PDT 2012
License expires RSN
‘Support expires Thu May 30 23:59:59 PDT 2013

Your license file s currently stored at: \Retain\license\rtn7082574499372123917.pem
Make sure you keep 3 backup of this fie.

© o module license installed!

‘Submit License
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{glserver Configuration HJ @

Commurications  Index  Storage  Accounts  Maintenance  Nofification  Logging  Miscellansous
Indexing Engine

At the core of Retain's searching functionalty is the indisxing engine. Retain supports two indexing engines currently, Exalead and Lucene. It is possible to migrate from one
to the ather, but this may require significant effort. It is better to choose an indexing engine rital that fits your needs

Here is a brief summary of the Indexing Engines provided. There is more detal in the Lser manual:

© Lucene - Fast and easy to use. Requires no additional software or hardware installation. Wel suited for small scale environments that have orly modest searching and
storage requirements. Some features, such as extended ueries, enhanced publshing and exporting, etc are not avalable using the Lucene engine. Not clusterable
o high avalabilty frisndly

® Exalead - Fast, extremely powerful, and very scalable. Can be clustered with multiple index and search nodss. Al Retain advanced features avaible. Recires one or
more dedicated 64 bit servers (quad core recommendsc), with at least 16G8 RAM. Reuites an installation process. Recommended for medum to large customers,
as wel as organizations that need advanced searching, exporting, avalabilty functions,

1f you o dcice to switch indexing engines, be sure to read the Lser manual, and follow the Wigration Steps carefully. The Mgration Steps page contains 3 complste step
by step guide, as wel as special migration functionalty.

Curtent Indexing Engine; [Lucens [

Indexing

Here, you adjust the different types of items ta be indexed, You may add, delete, ar edt iterms.
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& Indexing Engine Migration

Summary

Migration from one indexing engine to another is 3 significant step, one not taken lightly. Inherently the process of migration requires reindexing al previous stored mal, a pracess which may take days or weeks
depencding on the size of your store.

Motivations for migrating incluc:
® Enhanced scaabilty and avalabiity - for example, Exalead can be installed s a multile nocle cluster solution, Lucene canmot,
® Enhanced functionalty - We wil be introducing features (such as advanced search functionalty, enhanced pblshing and exporting ,etc) that require the Exalead engine. We expect most aditional major
features depending on the search engine might recire Exalead,
® Greater smplity - Lucene is 3 smple embedided solution, Exalead requires dedicated hardware,

We urge you ta read the ser manual and this page and consider your options carsfully. Click here to print this page.

Steps for Migration
Backup

Backup your datahase, and optionaly your indexes. These are both large datasets, but it wauld be wise to back them if passile as a safety precaution, There are steps that incur database changes. Na index
changss oceur to the old index, 5o you could abways bark off to the old index engine by changing the Indexing Engine type in Server Configuration Please read this section for more information.

Note the Documents Indexed value

In the Status and Updates screen, note the total number of Documents indexed, Under Server status. Writs that number down. Note there is NOT a 1:1 corespondence between Lucene and Exalead in the
number, but it can be useful to track the progress once you begin reindexing

Set up Exalead Server (If switching to Exalead)

Set up your Exalead Server, Lsing instructions in the user manual, Start t, wait about one minite, and then check if you can reach the dashboard (http://ipaddressibasePort-+1/api-ui), 5o for example if your Exaleact
server were at 10.0.0.3, with bassport of 40000, http://10.0.0.3:40001/api-ui

Test the Connection




image28.png
& Indexing Engine Migration

DATABASE CHANGE OCCURS HERE AND IN FUTURE STEPS. YOU CANNOT STOP AT THIS POINT, AND DOWNTIME WILL SHORTLY BE INCURRED.

Allof your data needs to be reindexed. So we must reset the indexed status, which is a fied in the EMal table of yaur database server to the value 0. (After being indexed, the value is set to >0 if full indexed,
and a negative value if only partialy indexed. But non-zera in any case!). Then, the background indexer wil gradualy reindex al of these items.

To reset the indexing status, login as a user with the Manage Servers right (such as your initaly created admin account), and run the Indexer Resst utiity: http://RetainServer Addhess/RetanServer
JutifindexerReset. sp . Normaly you want o alow it to reset your entire message store. This operation drectly affects orly the message stare; the index is not written too. (athough the background indexer wil
certanly start reindexing items relatively shortly).

Switch Indexing Engines

In Server Configuration, under the Indexing tab, change your configuration to the new engine, and configure as needed (For example baseport and host for Exalead.). Save your changes. and then continue to
the next step, without pause

Set Migration Options
(Optional but recommended strongly)

By diefauit, the new engine wil handle al indexing, deletion, and searching tasks. Because reindexing takes a whils, switching over to the new Indexing engine for your searches would result in NO SEARCH HITS
iniialy. This may be unacceptable. Insteadl you may want to tsmporariy continue to use your old indexing engine for search resuts. Of course, it's important to realize the searches wil get increasingly out of
date, as new messages will be stored in the new index only. You may also optionaly configure an emai to be sent to a designated person when the indexing is complete. Again, keep in mind all new iters wil be
indexed only by the NEW engine, and unavalable for search resits.

To configure these aptions, fil out the folowing form. Do not fill out and submit this form until you are ready to do so!
Read the instructions below the form before filing it out and submitting it
Migration Parameters
[ migration is in progress?
[ Activate an altermative searching server?
Searching Server shouid be Lucers [+
[0 send an e-mal when migration is completed?
Comma delmited lst of e-mail recipients [acmin@ibuycrap.org

Type "I understand’. This is reqired! o save the form, and i for your protection

Save Migration Parameters

Here's what each entry in the form means;

® "Wigration In Progress?" - can be set to 3 checked (on) or unchecked (off) state. This parameter simply tells Retain that a migration is in progress (this wil be noted in the Status and Updates page). If
this is not checked on, all of the other parameters are ignored.

ctivate an aiternative ssarching server?” - can be set to a checked (on) or unchecked (off) state. Check this on if you want to use your old engine for ssarches, and the new engine for everything else.

Be sure to fil out the next parameter. Otherwise, leave this checkbox unselected f you want to use the new engine for everything

earcher Server Shouid Be” - If "Activate an aternative searching server” s enabled, sets this engine as the Searching Engine. So, for example if you are switching from Lucene to Exalead, you want the

value lucene in hers, to continue searching the lucene engine for now. If "Activate an alternative searching server” s not enabled this value s ignored.

end an e-mal when migration is completed” - can be set to a checked (on) or unchecked (off) state. This parameter instructs the Background Indexer to issue an emal informing you when there are o

more unindexed iterns, and hence migration appears to be complete. You wil need to fil out the next parameter, or the emal wil not be sent. In addtion, you shouid check Server Configuration and

make sure your SMTP notification information is correct.

‘ormma delimited st of e-mail recipients” - One or more emal addresses, separated with a comma, This is only relevart if you've turned on the *Send an e-mal when migration is completed” checkbox,

Make sure you enter at least one valid emal address.

Note the time in Unix timestamp form

After you complete and SUBMIT the form above, there's ane last step for you to do: Note the time (in unix timestamp form) that you do this and write it down!. For your converience you may retum
to this page, where it wil be dynamicaly calculated below:

For example: 10-Mar-2010 17:09:35 has a urix timestamp of 1268266175
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Indexer Background Indexer is alive: true
Indexer currently RUNNING engine: lucene (You may have already switched engines, but this will not be reflected uniil restart)

Unindexed Trems (DB): 0

“This utity allows you to reset the indexed status of either the enfire message store or a speciic mailbox. It may take quite some fime on a large database

Do not run this utility without specific instructions to do so! Misuse can corrupt the index, lead to high C'PU utilization,and be quite inconvenient for users, as until the index is rebuilt
any items affected will not be searchable.

With Lucene, resetting the indes: is NOT enough. You must either delete the entire existing index (with tomeat urloaded) o delete all iems belonging to a certain mailbox. Otherwise redundant
information will be stored! See luceneDelete isp for more.

OReset the entire message store. Allitems will slowly be reindexced by the background indexer
© Reset just a specific user's store. Allfems will slowly be reindexed by the Background indexcer
User UUID to reset (case sensiive)
You may also add an additional restriction - that only email stored after a certain fimestamp value s affected. Leave this enfry as -1 to disable this feature.
Timestamp restriction: -1 N

You rmust type "T AGREE" below before hitting the subrmit button.

Tunderstand the significant implications of what I am doing
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Indexer Background Indexer is alive: true
Indexer currently RUNNING engine: lucene (You may have already switched engines, but this will not be reflected uniil restart)

Unindexed Trems (DB): 0

“This utity allows you to reset the indexed status of either the enfire message store or a speciic mailbox. It may take quite some fime on a large database

Do not run this utility without specific instructions to do so! Misuse can corrupt the index, lead to high C'PU utilization,and be quite inconvenient for users, as until the index is rebuilt
any items affected will not be searchable.

With Lucene, resetting the indes: is NOT enough. You must either delete the entire existing index (with tomeat urloaded) o delete all iems belonging to a certain mailbox. Otherwise redundant
information will be stored! See luceneDelete isp for more.

®Reset the entire message store. Allitems will slowly be reindexced by the background indexer
O Reset just a specific user's store. Allifems will slowly be reindexed by the Background indexcer
User UUID to reset (case sensiive)
You may also add an additional restriction - that only email stored after a certain fimestamp value s affected. Leave this enfry as -1 to disable this feature.
Timestamp restriction: -1 N

You rmust type "T AGREE" below before hitting the subrmit button.

Tunderstand the significant implications of what I am doing: | AGREE
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Indexing Engine

At the core of Retain's searching functionalty is the indiexing engine. Retain supports two indexing engines currently, Exaleadl and Lucene. It is possile to migrate from
one to the other, but this may require significant effort. It i better to choose an indexing engine initialy that fits your nesd.

Here is a brief summary of the Indexing Engines provided. There is more detal in the Lser manual:

© Lucene - Fast and easy to use. Requires no additional software or hardware installation. Wel suited for small scale ervronments that have only madest searching
and storage recuirements. Some features, such as extended queries, enhanced publishing and exporting, stc are not avalable sing the Lucene engine. Not
clusterable or high avaibilty friendly.

® Exlead - Fast, extremely powerfu, and very scalable. Can be clustered with multiple index and search nods. Al Retain advanced features avalable, Requires one
or mare dedicated 64 bit servers (uad core recommended), with at least 16GB RAM, Requires an nstalltion process. Recommended for medium to large
custamers, as well as organizations that need advanced searching, exparting, avalabilty functions.

If yau do decide to switch indexing engines, be sure ta read the user manua, and follow the igration Steps carefully. The Migration Steps page cantains a complete
step by step guids, as wel as sperial migration functionaity.

Curtent Indexing Engine; [Licens 7

Lucere

Indexing

Here, you adjust the different types of items ta be indexed, You may add, delete, ar edt iterms.

‘The first column indicates if the entry is based on a flename extension or MIME type.

‘The next column is the entry itself, fiename extension or MIME type.

‘The third column indicates the buit-in extractor to use to process the attachment. New extractors may be provided in future versions of Retain,

‘The fourth and fifth column specify the maximum size to procsss, with -1 indicating no lmit (this shoLid rarely be used). The Stream Size is an pper imit on how.
much text s stored. The Fie Size lmit indicates any fil above this size should not be processed at al.

Nate: If an extension or mime type is not isted, the indexing engine wil nat index the contents. For Lucene, use any appropriste extractor except the "exdlea
handler. For Exalead, regarless of the extractor selected, the text extraction wil be handled by Exalead. The "exalead” handler can be used to indicates items that
shouid only be indexed by Exalead.

Etwnson[v]  Ttem: adead [v]  Stream Size: (208400 File Size: [1048576
Eendon [¥] ttem: og i [w] Stream Sie: [1048576 | Flle Sies [1048576
Erenon [¥]  tem: [eml i [w] Stream Sie: [1048576 | Flle Sies [1048576
Extension v Item: [docx openml (] Stream Size: (2048576 File Size: [2048576
Eendon [¥] ttem: [l Rl [w] Stream Sie: [1048576 | Flle Sies[1048576
Eendon [¥] ttem: g i [w] Stream Sie: [1048576 | Flle Sies [1048576
Extersion (] Ttem; [l wl  [v] Stream Size: [1048576 File Size: [1048576
Extersion (] Ttem: [rtf nf [v] stream size: [1048576 File Size: [1048576

Ereron [¥] Ttem: [odt oofice [v] Stream Sive: 2048576 | Fll Sizes[2048576
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Indexing Engine

At the core of Retain's searching functionalty is the indiexing engine. Retain supports two indexing engines currently, Exaleadl and Lucene. It is possile to migrate from
one to the other, but this may require significant effort. It i better to choose an indexing engine initialy that fits your nesd.

Here is a brief summary of the Indexing Engines provided. There is more detal in the Lser manual:

© Lucene - Fast and easy to use. Requires no additional software or hardware installation. Wel suited for small scale ervronments that have only madest searching
and storage recuirements. Some features, such as extended queries, enhanced publishing and exporting, stc are not avalable sing the Lucene engine. Not
clusterable or high avaibilty friendly.

® Exlead - Fast, extremely powerfu, and very scalable. Can be clustered with multiple index and search nods. Al Retain advanced features avalable, Requires one
or mare dedicated 64 bit servers (uad core recommended), with at least 16GB RAM, Requires an nstalltion process. Recommended for medium to large
custamers, as well as organizations that need advanced searching, exparting, avalabilty functions.

1f you do decide to switch indexing engines, be sure to read the user manual, and follow the Miaration Steps carefully, The Migration Steps page contains a complete
step by step uice, as well as special migration functionaity.

Curtent Indexing Engine; [Exdead_[ ]

Evalead Host/IP;  [192.168.1.106

Evalead BASEPORT: 10000

Test Connection

Indexing

Here, you adjust the different types of items ta be indexed, You may add, delete, ar edt iterms.

‘The first column indicates if the entry is based on a flename extension or MIME type.

‘The next column is the entry itself, fiename extension or MIME type.

‘The third column indicates the buit-in extractor to use to process the attachment. New extractors may be provided in future versions of Retain,

‘The fourth and fifth column specify the maximum size to procsss, with -1 indicating no lmit (this shoLid rarely be used). The Stream Size is an pper imit on how.
much text s stored. The Fie Size lmit indicates any fil above this size should not be processed at al.

Note: If an extension or mime type is not lsted, the indexing engine will not index the contents. For Lucene, use any apprapriate extractor except the "exdlead”
handler. For Exalead, regarless of the extractor selected, the text extraction wil be handled by Exalead. The "exalead” handler can be used to indicates items that
shouid only be indexed by Exalead.

Ederson || Ttem; exkad (V] Stream Size: (208400 File Size: (1048576
Exenson [v] Item: g e [v] Stream Size: [1048576 File Size: (1048576 g
Etenson ] Ttem: el Wi [v] SteamSie:[1048576 |  Fle Sie: [1048576
Extension v Item: [docx openml (] Stream Size: (2048576 File Size: [2048576
Etenson[v]  Ttem: [l Bl [v] Steam Sie:[1048576 | Fle Sie: 1048576
Etwnson [v]  Ttem: [cfg Wi [v] SteamSie:[1048576 |  Fle Sie: [1048576
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