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Intended Audience
This manual is intended for IT administrators in their use of Retain for GroupWise or anyone wanting to
learn more about Retain for GroupWise. It includes installation instructions and feature descriptions.

Organization

The guide is organized into two sections, Overview and Installation. The Overview section covers all the
basic information needed to plan where to implement and install the different parts of Retain in your
System. The Installation section briefly goes over the necessary steps to install Retain.

General use and management of Retain is covered in the User’s Guide, please read that guide for setup
and configuration steps and information.

Copyright Notices

The content of this manual is for informational use only and may change without notice. GWAVA Inc.
assumes no responsibility or liability for any errors or inaccuracies that may appear in this
documentation. GroupWise is a registered trademark of Novell, and copyrighted by Novell. Windows is
copyrighted by Microsoft. GWAVAE® is a registered trademark. Copyright © 2010 GWAVA Inc. All rights
reserved. All other trademarks, service marks, and company names are properties of their respective
owners.



Upgrade Information
Maintaining the integrity of archived mail is necessary for existing Retain systems, and Retain 2.0 has a
migration utility to facilitate with the upgrade. The upgrade itself is fairly simple, though there are
several steps that must be completed for Retain 2.0 to function correctly because essential elements of
Retain have been moved or updated. The two major changes are:

Retain 2.0 uses a different license
> Retain configuration database than Retain 1.x. Obtain a Retain 2
» Indexing and searching engine license from a sales representative
to avoid service interruptions.
Configuration Database There is a 30 day grace period.

Retain 2.0 has changed the location of the Retain configuration database. In Retain 1.x the configuration
database was located in an integrated Derby database. Retain 2.0 moves the configuration to the
existing Retain storage database. As with the original database, the configuration database must be
accessible to the Retain Server on startup, so quick and reliable network connection is inherently
important. Recommendations and administration for the storage server and database have not
changed, (dependable and fast network connection, backups, and customer management).

Exalead

Retain now includes the option to install an extremely robust indexing engine for larger systems.
Exalead can index massive amounts of data and is recommended for archiving systems with 1000 or
more users. Because of Exalead’s robust nature, more mail searching options will be available. Exalead
should be installed and run on a dedicated server for best performance. Exalead should not be run on
the same machine as the Retain Server. If using Exalead, the system must be installed and running
before the Retain Server is configured. For install and system requirements, please refer to the Exalead
installation document.

If an administrator wishes to switch the index engine from Lucene to Exalead, it can be done at any time
through the admin interface. The indexes must be rebuilt, however, so the entire process is time
consuming. For larger systems, though, the procedure may take quite some time. Please plan your
systems accordingly.



Upgrade
When Upgrading Retain from Retain 1.x to 2.0, there are several objects to be aware of and update or
migrate before the system will work. All the steps include:

>

YV V VYV

>

Backup your Retain System
Upgrade Retain Server to 2.0
Check for successful installation
Run the migration wizard
Upgrade all Retain Workers
Upgrade all Migration tools
Install Retain 2.0 license

Optional upgrades:

>

Exalead

The steps are covered in detail below:

1.

Backup your Retain System. Should the wrong option be selected during the Retain Server
installation, the Retain Server configuration can be overwritten. Connection and access to Retain
data requires identification keys stored in the configuration. The Retain Server settings and
configuration cannot be lost.

Install Retain Server 2.0. When Retain is installed, it will detect that a previous version of Retain
is installed and prompts whether to upgrade or overwrite the installation. Select the option to
Upgrade, preserving configuration. If overwritten, Retain Server must be restored from backup
and the install upgrade must be restarted.

Check for successful installation. If the installation upgrade has been successful, the Retain
Server home page, (http://<RetainServer_IP_or_Hostname>/RetainServer), should display the
following notice:

Some potentially serious issues have occurred in Retain. The
welyinterface has been shutdown, and all johs halted.

Selecting the ‘Find out more’ button will display the next notice:

The configuration database is no longer stored in an embedded
Derby datahase. It must be migrated to it's own S0L sener
database. Please shutdown Tamcat and run the migration tool



4. Run the migration tool. The migration tool is located in the ‘migration’ directory in the Retain
2.0 download. Browse to that directory and run the migrator on the Retain Server.

Windows

Locate and run the migrate.bat file. The migration utility assumes the default path to the Retain Server
installation. By default, the components are located at: C:\Program
Files\Beginfinite\Retain\RetainServer

Linux

If under linux, you may need to add permissions the migrator by typing:
chmod +x migrate.sh

The migration utility needs to know where the current Retain Server resides in the file system. Run the
migration utility and place the working directory of the Retain Server as an argument. Use absolute
pathing.

./migrate.sh <path to Retain Server>

On either Linux and Windows systems, the migration utility places the default locations between
brackets before the prompt. To accept the system defaults simply press <Enter>. In most cases, the
defaults will be correct and can simply be accepted. The below example assumes Linux default file paths
for the Retain Server components.

nfinite/

nE, WITH RI

h 1

/opt/beginfinite/recain/R : = fi nfig.cfg] :
) o o



The migration program will inform you of what it will do and what information is required. The
ASConfig.cfg file is located in the .../retain/RetainServerWEB-INF/cfg directory.

Authentication to the database server hosting the retain database is required. The defaults are listed in
the current Retain Server configuration. First provide or confirm the user name.

WEE-INF/
ed if the migra

The ebdb database location is required. Unless changed during initial Retain 1.x install, this can remain
as default.

DO NOT CHANGE the Server ID unless specifically instructed to by Support. Accept default by pressing
<enter>.

Confirm your settings.

or no)

Look over the above information and confirm the correct information. Type ‘no’ to correct any
information.

After selecting ‘yes’, the migration utility will setup the retain database with the information just
provided along with the current configuration settings in the Retain 1.x configuration database.



This will migrate all jobs, schedules, profiles, and worker information from the 1.x server to the new
Retain 2.0 server. After the migration utility has completed, if tomcat has not been started, it should be.

The Retain Server should be fully accessible as usual with the same username and password.

5. Upgrade all workers and re-upload the bootstrap files for all Retain Workers. All Retain
Workers must be updated to 2.0 or scheduled jobs assigned to an un-updated worker will not
run. Retain 1.x workers cannot communicate with Retain Server 2.0. The new bootstrap will be
named RetainWorker2.cfg. Run the Retain 2.0 installer on each Retain Worker box and update
each Retain Worker.

6. Upgrade all migration tools. If there are any GroupWise Archive Migration Tools or GWArchive
M+ Archive Migration tools active in the system, they also must be replaced with new migration
tools from the Retain 2.0 download. (..\Retain200\tools\Migration Tools)

7. Update your license. Retain 2.0 is a new system which requires a new license. There is a 30 day
grace period to update the license; however, it is best to update the license while working on
the server instead of waiting for the grace period to expire. Download or locate your Retain 2.0
license and upload it to the Retain Server. Log into the Retain Server as admin, select the
Configuration | Licensing page and upload your new license.

The Retain system has now been updated.
Optional step: Upgrade indexing engine to Exalead.

The Exalead indexing engine is not required, and the system can be switched from Lucene to Exalead at
any time. However, the index engines are not compatible with each other and have no way to export
the indexes between them, causing a need to re-index the entire mail archive each time the index
engine is changed to ensure full coverage. Re-indexing the archive will take substantial amounts of
time, and switching the indexing engine should only be run during a ‘quiet time’ when there are no jobs
scheduled to run.

Exalead allows much more flexibility and options in searching and scaling. However, Exalead does
require a separate physical machine with robust hardware. For a full list of Exalead requirements and
install instructions, see the Exalead Install document. Switching to the Exalead indexing engine will
cause some server downtime.

Before you begin the migration to Exalead for the indexing engine, you must first have Exalead installed
and working. Log into the Retain Server management console as Adminitrator, and ensure that:

» The Retain System has been backed-up.

» Exalead server has been installed, setup, and is accessible.

> No deletion manager jobs should be running, or set to run.

> Indexer status is set to ‘0’. On Retain Server status page, the “Total emails in memory queue
awaiting indexing” should show ‘0’. If this is not set to ‘0’, and no job is running, contact
support before performing the index engine migration.



From this point on, actual changes will be made in your Retain Server system. To change the index
engine, perform the following steps

1. Asadmin, log into the Retain Server management console and browse to the Configuration |
Server Configuration page and select the Index tab and click on the ‘Migration Steps’ link to
spawn the migration steps window.

Retain

— & Server Configuration HYe
Documentation

Cornmunications Index Storage Accounts Maintenance Motification Logging Miscellaneous
Search Messages

Audit Log ) )
System Log Indexing Engine
Data Collection At the core of Retain's searching functiondlity is the indexing engine. Retain supports two indexing engines currently, Exalead and Lucene, It is possible to migrate from one
achedul to the other, but this may require significant effort. It is better to choose an indexing engine initially that fits your needs.
chedules
Profiles Here is a brief surnmary of the Indexing Engines pravided. There s mare detal in the user marual:
Workers
Jobs ® Lucene - Fast and easy to use. Requires no additional software or hardware installation, wel suited for small scale environments that have only modest searching and

storage requirements, Some features, such as extended queries, enhanced publishing and exporting, etc are not avalable using the Lucene engine. Mot clustarable
ot high availability friendly.

Management ® Cralead - Fast, extremely powerful, and very scalable, Can be clustered with multiple index and search nodes, All Retain advanced features available, Requires one or
more dedicated &4 bit servers (guad core recommended), with at least 16GB RAM, Requires an installation process, Recommended for medium to large customers,

u
anglj;a as well as organizations that need advanced searching, exporting, avallabiity functions.
Deletion Managerment If you do decide to switch indexing engines, be sure to read the user manual, and follow the Migration Steps carefully. The Migration Steps page contains a complete step

by step guide, as well as special migration functionality.

Configuration
Current Indexing Engine: | Lucene |~
Server Configuration

Storage Manager
Stubhing Server
Licensing
Indexing
28 days remaining in eval
Here, you adjust the different types of items to be indexed. You may add, delete, or edit items.

Open the migration link in a new window or tab.

&4 Indexing Engine Migration

Summary

Migration from one indexing engine to another is a significant step, one not taken lightly. Inherently the process of migration requires reindexing all previous stored mall, a process which may take days or weeks
depending on the size of your store.

Motivations for migrating include:

® Enhanced scalability and avalabiity - for example, Exalead can be installed as a multiple node cluster solution. Lucene cannat,

® Enhanced functionality - We will be introducing features {such as advanced search functionality, enhanced publishing and exporting ,etc) that require the Exalead engine. We expect most additional major
features depending on the search engine might require Exalead.

® Greater simplicity - Lucene is a simple embedded solution, Exalead requires dedicated hardware,

We urge you to read the user manual and this page and consider your options carefully, Click here to print this page.

Steps for Migration
Backup

Backup your database, and optionally your indexes. These are both large datasets, but it would be wise to back them if possible as a safety precaution, There are steps that incur database changes, No index
changes occur to the old index, so you could always back off to the old index engine by changing the Ihdexing Engine type in Server Configuration Please read this section for more information.

Note the Documents Indexed value

In the Status and Updates screen, note the total number of Documents indexed, under Server status, Write that number down. MNote there is NOT a 11 correspondence between Lucene and Exalead in the
number, but it can be useful to track the progress once you begin reindexing.

Set up Exalead Server (If switching to Exalead)

Set up your Exalead Server, using instructions in the user manual, Start it, wait about one minute, and then check if you can reach the dashboard (http://fipaddress:basePort+1/api-ui), so for example if your Exalead
server were at 10.0.0.3, with baseport of 40000, http:/10,0.0,2:40001fapi-ui .

Test the Connection

This window has links and information on the migration as well as the migration settings further down
the page. LEAVE THIS PAGE OPEN.

2. Scroll down the page to the link to the Indexer Reset page.



@3 Indexing Engine Migration

DATABASE CHANGE OCCURS HERE AND IN FUTURE STEPS. YOU CANNOT STOP AT THIS POINT, AND DOWNTIME WILL SHORTLY BE INCURRED

All of your data needs to be reindexed. So we must reset the indexed status, which is a field in the EMail table of your database server to the value 0. (After being indexed, the value is set to =0 if fully indexed,
and a negative value if only partially indexed. But non-zero in any case!). Then, the backaround indexer will gradually reindex all of these items.

Ta reset the indexing status, login as a user with the Manage Servers right (such as your initially created admin account), and run the Incexer Reset utility: http:f/RetainServer Address/RetainServer
fUtilfindexerReset.jsp . Normally you want to allow it to reset your entire message store, This operation directly affects only the message store;the index is not written too, (although the background indexer wil
certainly start reindexing items relatively shortly),

Switch Indexing Engines

In Server Configuration, under the Indexing tab, change your configuration to the new engine, and configure as needed (For example baseport and host for Exalead. ). Save your changes. and then continue to
the next step, without pause

Set Migration Options

(Optional but recommended stronghy)
By default, the new engine will handle all indexing, deletion, and searching tasks, Because reindexing takes a while, switching over to the new Indexing engine for your searches would result in NO SEARCH HITS
initially. This may be unacceptable. Instead you may want to temporarily continue to use your old indexing engine for search results, Of course, it's important to realize the searches will get increasingly out of

date, as new messages wil be stored in the new index anly. “rou may also optionally configure an emal to be sent to a designated person when the indexing is complete. Again, keep in mind all new items will be
indexed only by the NEW engine, and unavailable for search results.

To configure these options, fil out the following form. Do not fill out and submit this form until you are ready to do so!

Read the instructions below the form before filing it out and subrnitting it

—Migration Parameters
O Migration is in progress?
[0 activate an alternative searching server?
Searching Server should be Lucene |+
[ Send an e-mail when migration is completed?

Comma defirmited list of e-rmail recipients |adrmin@ibuycrap.org

Type "I understand”. This is required to save the form, and is for your protection:

Save Migration Parameters

Open the link in a new page or tab. http://RetainServerAddress/RetainServer/Util/indexerReset.jsp

By default, the Indexer Reset page should look like the picture below. (Pay attention to the Unindexed
Items (DB): number. It should read ‘0’. If it does not, do not proceed unless under the instruction of
support.

Indexer Background Indexer 15 alive: true
Indexer currently RUNNING engine: lucene (You may have already switched engines, but this will not be reflected until restart)

Unindexed Items (DB): 0 ——

This utility allows you to reset the indexed status of either the entire message store or a specific mailbox. It may take quite some time on alarge database.

Do not run this utility without specific instructions to do so! Misuse can cormupt the index, lead to high CPU utilization,and be quite inconvenient for users, as until the imdex is rebuilt
any items affected will not be searchable.

TWith Lucene, resetting the mdex 1s NOT encugh. Y ou must either delete the entire exsting index (with tomeat urloaded) or delete all ttems belonging to a certain mailbox. Otherwise redundant
information will be stored! See luceneDelete. jsp for more

O Reset the entire message store. All items will slowly be reindexzed by the background indexer
@ Reset just a specific user's store. Al iterns will slowly be reindexed by the Background indexer
Tser UUID to reset (case sensive):
Youmay also add an additional restriction - that only email stored after a certain timestamp value is affected. Leave this entry as -1 to disable this feature
Timestamp restriction: |-1 i

Youmust type "T AGREE" below before hitting the submit button.

T understand the sigmificant implications of what I am domng:




The next few steps need to be performed with very little time delay between them. No more than a
couple minutes. If not switched soon enough, the indexer reset switch will cause Lucene to re-index,
instead of causing Exalead to index the message store, resulting in empty search results when switched
to Exalead and slow responses due to Lucene re-indexing the message store. Read through the next
steps and decide settings before proceeding. These steps must be completed in the order specified.

3. From the Indexer Reset page, Select Reset entire message store. Type “I AGREE” in the dialog
after reading the warnings. Select Submit.

Indexer Background Indexer 15 alive: true
Indexer currently RUNNING engine: lucene (Y ou may have already switched engines, but this will not be reflected until restart)

Tnindexzed Items (DBEY: 0

This whility allows you to reset the indexed status of sither the entire message store or a specific mailbox. It may take quite some time on a large database

Do not run this utility without specific instructions to do so! Misuse can corrupt the index, lead to high CPU utilization, and be quite inconvenient for users, as until the index is rebwlt
any items affected will not be searchable.

TWith Lucene, resetting the index is NOT enouph. You must either delete the entire existing index (with tomeat unloaded) or delete all items belonging to a certain mailbox Otherwise redundant
infermation will be stered! See luceneDielste. jsp for more

(@ Reset the entire message store. All iterns will slowly be reindexed by the background indexer
O Reset just a specific user's store. All iterns will slowly be reindexed by the Background indexer
User UUID to reset (case sensitive):

Youmay also add an additional restriction - that only email stored after a certain timestamp value is affected. Leave this entry as -1 to disable this feature
Timestamp restriction: |-1 i

You must type "T AGREE" below before hitting the submit button

T understand the sigmficant implications of what I am domng: | AGREE

Proceed without delay to the next steps

4. THIS STEP MUST BE DONE QUICKLY AFTER RESETTING THE INDEX. Go the server configuration in
the Retain Server admin page, and switch indexer engine to ‘exalead’.

gl Server Configuration Ho@
t

Communications Indes Starage Accounts Maihtenance MNotification Logaing Miscellaneous
Indexing Engine

At the core of Retain's searching functionality is the indexing engine. Retain supports two indexing engines currently, Exalead and Lucene. It is possible to migrate from
one to the ather, but this may require significant effort. It is better to choose an indexing engine initially that fits vour needs.

Here is a brief surmmary of the Indexing Engines provided. There is more detail in the user manual:

® | ucene - Fast and easy to use. Requires no additional software or hardware installation, Well suited for small scale enwironments that have only modest searching
and storage requirements, Some features, such as extended queries, enhanced publishing and exporting, etc are not avaiable using the Lucene engine, Mot
clusterable or high awailability friendly.

® Cualead - Fast, extrernely powerful, and very scalable. Can be dustered with multiple index and search nodes, All Retain advanced features available, Requires one
or more dedicated 64 bit servers {guad core recommended), with at least 1658 RAM, Requires an installation process. Recommended for medium to large
customers, as well as organizations that need advanced searching, exporting, avalability functions.

If you do decide to switch indexing engines, be sure to read the user manual, and follow the Migration Steps carefully, The Migration Steps page contains a complete
step by step guide, as wel as special migration functionality.

Current Indexing Engine: :i:uégném hd

Lucens

After selecting Exalead as the indexing engine, input the connection information (IP address and base
port, the default base port is 10000).
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Indexing Engine

At the core of Retain's searching functionality is the indexing engine. Retain supports two indexing engines currently, Exalead and Lucene. It is possible to migrate from
one to the ather, but this may require significant effort, It is better to choase an indexing engine initially that fits your needs,

Here is a brief surmmary of the Indexing Engines provided. There is mare detail in the user manual:

® |ucene - Fast and easy to use. Requires no additional software or hardware installation. Well suited for small scale environments that hawve only modest searching
and storage requirernents. Some features, such as extended queries, enhanced publishing and exporting, etc are not avalable using the Lucene engine. Mot
clusterable or high availability friendly.

® Cyalead - Fast, extremely powerful, and very scalable. Can be clustered with rultiple index and search nodes. Al Retain advanced features avalable, Requires one
or more dedicated 64 bit servers (quad core recommendad), with at least 16GE RAM, Requires an installation process. Recommended for medium to large
customers, as wel as organizations that need advanced searching, exparting, availability functions.

If you do decide to switch indexing engines, be sure to read the user manual, and follow the Migration Steps carefuly, The Migration Steps page contains a complete
step by step guide, as wel as special migration functionalty,

Current Indexing Engine: | Exslead |~

Exalead HostfIP: 192.168.1.106
Exalead BASEPORT: 10000
Test Connection

After all changes have been made, select the Save Changes button.

5. Go to the Migration Steps page and Select, migration in progress, and select to Send an e-mail
when migration is completed. Specify a destination address.

—Migration Parameters

Migration is in progress?

Activate an alternative searching server?

Searching Server should be Lucene | v
Send an e-mail when migration is completed?

Comma delimited list of e-mail recipients |admin@yourdomain.com

Type "I understand". This is required to save the form, and is for your protection: I understand

Save Migration Parameters

6. Activate an alternative searching server if desired.

While Exalead is indexing the archive, there will be no mail in the index to be searched through.
Depending on how much mail is in the archive, the indexing operation may take a very long time. To
have the searching features of Retain available while the archive is processed, specify a separate
searching server. In this case, it would be Lucene. The only downside to this operation is that any
new mail added to the system during the indexing operation will not be added to the Lucene index,

and will not be available to search until Exalead has finished and the search engine has been
changed to Exalead.

7. After the settings are correct, type “l understand” and select Save Migration Parameters.
8. Restart Tomcat on the Retain Server system. When Tomcat starts back up, the settings will be

cemented and the archive will be re-indexed into Exalead.
During the indexing process of Exalead, the statistics of the Retain Server Status and update

page should rapidly increase. It is one way to monitor the progress of the migration. (The screen
shot shown is before the migration is started.)
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Index Migration in Progress false

SOL Server QK

Server RetainServer (FXROPPHOTTTI)
Stored EMails 0

Engine standard

Server started at: 10-Mar-2010 14:00:11
Archived since server started (total/dupes/new) 0 f 0/ 0

g

Server

Server errors 0

Installation time: 08-Mar-2010 15:10:53
Enable Address Book Caching Yes

Last Address Book Cache 03-Mar-2010 15:13:43
Enable Index Optimization  es

Last Index Optimization ewver

Total documnents ever indexed 19857

Total emails in memory queue awaiting indexing 0 4+—

Total docurnents indexed so far sihce uptime O <+

Total emails indexed so far since uptime 0 4—

Tatal emails with indexing errars since uptime 0

Tatal emails with items skipped (*) since uptime 0

Last item indexed at Hever +

9. When the migration compete email arrives, return to the Migration Steps page and unselect the
Migration is in progress setting, type | understand, and Save Migration Parameters.

—Migration ers

Migration is in progress?
[]  Activate an alternative searching server?
Searching Server should be Lucene v]
Send an e-mail when migration is completed?
Comma delimited list of e-mail recipients |admin@yourdomnain.corm

Type "I understand". This is required to save the form, and is for your protection: I understand

Save Migration Parameters

Even though Lucene has been unselected, it will still exist with all the indexes until removed. Again, Re-
indexing may take a long time depending on the hardware of the Exalead system, the size of the archive,
and the speed of the connecting network. Allow for plenty of time for the indexing to be performed.
Time may range from several days to several weeks for extremely large systems.



Once it has been determined that Lucene is no longer wanted or needed as a backup for the system, to
save system disk space, the Lucene index should be removed from the system. This is not a necessary
step, though it does free up system disk space that currently holds duplicate data that now resides in
the more robust Exalead system.

To remove the Lucene Indexes, login as admin to the Retain Server, open a new window or tab, and
browse to http://Retain_Server_Address/RetainServer/Util/luceneDelete.jsp to remove the users one by
one according to UUID. The lucene delete page is also linked form the Indexer Reset page. To manually
delete the Lucene indexes, remove the contents of the <storage area>/index directory. There should
also be a copy of the index directory in the backup folder of the storage area. This measure is not
required.



